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Journal of
Fluids

Engineering Editorial

Special Issue on the Magnetic and Electric Field Effects at the Micro- and Nano-Scale Systems and Flows
in Material Processing

This collection of selected papers is drawn from those pre-
sented at the IMECE 2005 in Orlando, Florida at the Symposia on
“Rheology & Fluid Mechanics of Non-Linear Materials” and
“Electric and Magnetic Phenomena in Micro- and Nano-Scale
Systems” sponsored by the Fluids Engineering Division and the
Materials Division as well as the Symposium on “Flows in Manu-
facturing Processes” held at the 2nd Joint US-European Fluids
Engineering Summer Meeting in Miami, Florida in July 2006.

The first group of eight papers in this collection investigates
electric and magnetic effects in flows at the micro and nano
scales. The next group of seven papers on flows in manufacturing
processes and complex industrial flows at the macro scale deals
with issues relevant to paper making, coating, mixing, high-speed
water jets, drag reduction, and heat transfer, respectively.

At very small scales, electric and magnetic field effects, such as
dielectrophoresis and electro-osmosis are gaining greater focus as
important tools in flow control, and magneto-electro-micro-
fluidics is increasingly viewed as one of the most promising tech-
niques for separating, controlling, and manipulating fine particles,
cells, and micro-organisms in flowing suspensions. The issue is
gaining in magnitude as sophisticated micro-fabrication technolo-
gies make miniaturization of a range of analytical devices pos-
sible, all requiring effective actuation mechanisms. Effective and
rapid mixing of liquids in small scale devices is essential in many
applications, such as hand-held pollution monitoring devices, drug
delivery, DNA analysis and sequencing, pheromone synthesis in
micro bio-reactors, and biological and chemical agent detection.
However, mixing in micro-devices is a challenge as low Reynolds
number flows encountered in these systems are in general not
turbulent, and diffusion dominates mixing processes. Improving
the efficiency of mixing through diffusion alone in the absence of
turbulence is impractical. For instance, the diffusion coefficients
of large molecules such as proteins and DNA are of the order of
O�10−10� m2/s and even smaller. Hence, the mixing time can be
prohibitively long, not to speak of the mixing length. A highly
efficient fast micro-level mixer will greatly benefit a number of
critical applications, such as immunological studies, DNA hybri-
dation, and cytometric analysis. In this context, flow manipulation
through judicious use of magnetic and electric fields or with ac-
tuators and internal micro-pumps becomes a central issue in ap-
plications. It should be noted that the bulk motion of electrolyte
solutions driven by electric fields, electro-osmotic flows, requires
large electrostatic potentials. In contrast, magnetic field driven
effects do not, and may be preferable in some applications.

Two novel ways to achieve effective flow manipulation are
through the organized motion of particles in a controllable manner
and through the phenomenon of electrowetting. In the former, the
motion of suspended magnetic or paramagnetic particles are
driven by the application of magnetic fields, leading to the forma-
tion of controllable self assembling aggregates. The latter takes
advantage of the dominance of surface tension at the micro scale
and utilizes the modulation of surface tension as an effective ac-
tuation mechanism in micro-devices. Electrowetting was first ad-

vanced by Berge in France in the early 1990s. It is based on the
modification of the wetting property of a liquid droplet resting on
a dielectric surface by an external electric field set up when a
voltage is applied between the liquid droplet and a counter-
electrode beneath the solid dielectric layer. Low voltage, large
actuation amplitude, and high reversibility make electrowetting a
promising actuation technique for MEMS devices. Micro-pumps
driven by electro-hydrodynamic and electro-osmotic effects are
also the focus of intensive research to achieve effective mixing
and flow manipulation. They tend to have a simpler design and are
easily controllable, as opposed to diaphragm micro-pumps, which
are more complicated actuation mechanisms and are affected by
fatigue. These issues are investigated in the first four papers. The
dynamic self-assembly of neutrally buoyant particles rotating in a
plane in a viscous fluid driven by a magnetic field is studied by
Climent et al. The electrowetting actuation of droplets of mercury
on dielectric insulation films is the focus of the investigation of
Wan et al. The characteristics of a Y-form hybrid electro-kinetic-
passive micro-mixer are presented in the work of Wang et al. The
concept and operation of a novel electro-hydrodynamic menisci
pump is introduced by Herescu and Allen.

Magnetic fluids are suspensions of fine stable single domain
magnetic particles in non-conducting fluids. They are not found in
nature and must be artificially synthesized. The particles are
coated with a surfactant and Brownian motion keeps the fine par-
ticles from settling under gravity. They lead to innovative appli-
cations and have been used in seals, as dampers in steeper motors
and shock absorbers, to cool loud-speaker coils, as a lubricant in
various machines, and in non-invasive circulatory measurements
as a tracer of blood flow. There are two distinct families of mag-
netic fluids: ferrofluids and magnetorheological �MR� fluids. Con-
ventional MR fluids date back to their discovery in 1948 by
Rabinow right after electrorheological fluids in 1947. Ferrofluids
are colloidal suspensions in a non-conducting liquid carrier whose
surfactant stabilized and permanently magnetized magnetite par-
ticle constituents are 10–20 nm in size. In some ways they behave
like a paramagnetic gas of high permeability. The Cauchy body
stress field is asymmetric and the medium is anisotropic through
magnetization. A general theory for ferrofluids with internal rota-
tion and vortex viscosity, particle-particle interaction, magnetiza-
tion relaxation, and couple stresses has been only recently formu-
lated by Rosensweig in 2004. In contrast, magnetorheological
fluids are suspensions of micrometer-sized magnetic particles dis-
persed in a carrier fluid such as a mineral or silicon oil. Rheologi-
cal and thermal transport properties of MR fluids can be changed
reversibly through the application of an external magnetic field,
which explains their appeal as fluid clutches for automotive and
sports equipment applications. The formation of chainlike struc-
tures under a strong magnetic field increases the thermal conduc-
tivity of the MR fluid several-fold, thus dissipating the heat energy
resulting from viscous work. Due to their constitutive structure,
the response of a MR fluid to a magnetic field is quite different
from that of a ferrofluid. A new generation of MR fluids that offer

Journal of Fluids Engineering APRIL 2007, Vol. 129 / 377Copyright © 2007 by ASME

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



potentially unparalleled performance is based on carbon nano-
tubes �CNTs� magnetized through hybridization with other mag-
netic materials either encapsulated or incorporated within the
walls or deposited on the outer surface of the nano-tube. Success-
ful magnetization makes CNT manipulation possible at very small
scales by magnetic actuation, thus creating a new class of MR
fluids that incorporates the highly desirable electrical, thermal,
and mechanical properties of CNTs. The papers by Chaves et al.
and Lloyd et al. investigate aspects of ferrofluids and MR fluids,
respectively, and the work of Samouhos and McKinley explores
the properties and feasibility of CNT based MR fluids. A poten-
tially promising application of strong magnetic fields concerns
oxygen separation from air. Evidence indicates that the efficiency
of fuel cells is increased by pure oxygen or oxygen enriched air.
In the last paper concerning magnetic effects, Asako and Suzuki
study by Monte Carlo simulation the characteristics of oxygen
separation and enrichment from atmospheric air.

The turbulent flow of the flexible fiber suspension in the paper-
making production line determines the distribution, the orienta-
tion, and the aggregation of the fibers in the suspension, thus
affecting the properties and the quality of the final product. The
mechanical properties of the manufactured paper are strongly de-
pendent on the fiber orientation and on the degree of the unifor-
mity of the distribution of cellulose fibers suspended in water with
mass concentration typically below 1% used in paper making. The
word “floc” refers in industry terminology to groups of fibers
clumped together, which may break and self-assemble again dur-
ing the course of processing depending on whether they are hard
or soft flocs. Flocculation of fibers is widely observed in paper-
making industries, and floc strength and size as a function of
added chemicals and of applied shear are pivotal factors in design-
ing the process. Turbulence is the most important mechanism be-
hind the formation and destruction of fiber flocs. Knowledge of
the flexible fiber suspension behavior, including fluid-fiber and
fiber-fiber interaction, and the physics of floc formation and de-
struction are very helpful in designing any unit operation in the
paper-making process. In addition, the lamellas used in the head
box to damp out turbulence create shear layers affecting the ori-
entation and the concentration of the fibers, which, close to the
solid boundary are likely to pole vault and perform Jeffrey orbits.
The papers dedicated to paper-making issues in this collection
present dynamic simulations of viscoelastic fibers, and introduce a
multiscale numerical simulation of the turbulent suspension flow
using a hybrid method between direct numerical simulations and
large eddy simulations that takes into account fibrous structure
interactions �Arezou et al.�, and an experimental investigation of
the orientation and concentration of fibers suspended in a shear
flow over a solid wall �Carlsson et al.�.

Industrial processes such as paper and photographic film manu-
facturing, wire coating, and the iron and steel industries use a
coating technique based on the deposition of a very thin liquid
film on a solid substrate. Hot-dip galvanization is widely used in
steel industry to coat steel strips with a thin layer of zinc against
oxidation. Coating thickness and uniformity is controlled by the
jet wiping technique also referred to as air-knife coating. The
technique based on two-dimensional high-speed gas jets imping-
ing on the liquid layer on the moving substrate yields a thin and
even coating of constant thickness. However, an instability called
splashing, which occurs downstream of the gas jet nozzles, limits
productivity increases by limiting the strip speed. Gosset and
Buchlin present a new analysis of air-knife coating and derive the
optimum conditions to improve the efficiency.

Positive displacement gear pumps consume relatively more en-
ergy and are not used on an industrial scale for mixing and blend-
ing of additives. However, they are widely used for viscous flow
metering in both plastics and food manufacturing. Thus, although

the installation of a new gear pump for mixing and blending may
not be cost effective, if there is one already in use for metering
purposes, to use it for mixing would be advantageous. Numerical
investigation of the mixing process in gear pumps requires a
boundary fitted mesh with automatically created and agglomer-
ated cells to maintain grid quality and to accommodate changes in
the shape of the base geometry. Strasser investigates numerically
the performance of an existing in-service industrial-scale gear
pump in blending additives.

High-speed water jets are proven to be feasible replacements
for cutting tools, be it surgical scalpels or rock cutting. Among the
myriad of applications in various industries, the capability of
high-speed water jets and of water/ice slurries to perfectly clean
contaminated surfaces in a relatively inexpensive and environ-
mentally sound way is particularly noteworthy. For instance, paint
can be neatly blasted off any surface, say a metallic can, without
any damage to the surface. Surface finish describes the exterior
features of the surface such as roughness, texture, and pits, while
surface integrity defines the condition of a surface layer, proper-
ties such as micro-structural transformations, hardness alteration,
residual stress distribution, and the depth of induced plastic defor-
mation. Manufacturing processes on material surfaces are con-
trolled by surface finish and integrity. Chillman et al. evaluate and
discuss the surface characteristics induced by different jet condi-
tions.

Drag reduction by polymeric additives helps to reduce the cost
of pumping in pipelines, to stabilize and increase the range of jets
in fire fighting, to prevent cavitation in turbo machines, to reduce
noise, and to save energy in ship and submarine propulsion, to
name but a few of the applications. The physics of drag reduction
is not completely understood and the root cause remains contro-
versial. Small concentrations of anisotropic additives drastically
reduce the efficiency of the transversal transport of momentum by
turbulent fluctuations. The stress anisotropy created translates into
a substantial decrease of the friction factor. The merits of the
competing theories behind the physics, the role of stress aniso-
tropy due to polymer extension versus elasticity in governing drag
reduction, is still debated. Lumley was the first to suggest that the
phenomenon has less to do with the viscous sublayer, and that an
effective viscosity increase of the turbulent flow caused by the
extensional viscosity of additives is responsible for the phenom-
enon. On the other hand, De Gennes and Joseph, among others,
argue that polymer elasticity governs drag reduction. Elastic en-
ergy is transported in the boundary layer thanks to the relaxation
time. The article by Cunha and Andreotti contributes to the char-
acterization of the mechanism of drag reduction with low volume
fractions of anisotropic additives in turbulent channel flow.

Studies of the flow past a square heated cylinder with its lon-
gitudinal axis aligned normal to the direction of the flow are mo-
tivated, aside by the fundamental significance, by their importance
in applications such as combustion chambers in chemical pro-
cesses, flow dividers in polymer processing, cooling of electronic
components, and compact heat exchangers. Many non-Newtonian
fluids of industrial interest can be adequately characterized by
their shear rate-dependent viscosity behavior. Mixed convection
from hot square rods to inelastic generalized Newtonian fluids has
not received the attention it deserves. Dhiman et al. investigate
numerically mixed convection from a two-dimensional rod.

In closing, I would like to thank the numerous reviewers and
the authors who made this issue possible.

Dennis Siginer
Associate Editor

e-mail: dennis.siginer@wichita.edu
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Dynamic Self-Assembly
of Spinning Particles
This paper presents a numerical study of the dynamic self-assembly of neutrally buoyant
particles rotating in a plane in a viscous fluid. The particles experience simultaneously a
magnetic torque that drives their individual spinning motion, a magnetic attraction to-
ward the center of the domain, and flow-induced interactions. A hydrodynamic repulsion
balances the centripetal attraction of the magnetized particles and leads to the formation
of an aggregate of several particles that rotates with a precession velocity related to the
inter-particle distance. This dynamic self-assembly is stable (but not stationary) and the
morphology depends on the number of particles. The repulsion force between the par-
ticles is shown to be the result of the secondary flow generated by each particle at low but
nonzero Reynolds number. Comparisons are made with analogous experiments of spin-
ning disks at a liquid–air interface, where it is found that the variation in the character-
istic scales of the aggregate with the rotation rate of individual particles are consistent
with the numerical results. �DOI: 10.1115/1.2436587�

Keywords: magnetic particles, rotating aggregate, hydrodynamic interactions, direct
simulation

1 Introduction
Flows in microsystems have received increasing attention over

the past decade because of the broad range of potential applica-
tions, as described in the review paper of Stone et al. �1�. Mi-
crodevices can be used for multiple purposes ranging from bio-
medicine �drug delivery, molecular diagnostic using Lab-On-Chip
equipment� to the transport of fluids in aerospace engineering �2�.
Microfabrication techniques primarily developed for microelec-
tronics provide a convenient way to achieve channels with com-
plex geometries and also surface patterning. Both academic re-
search and engineering applications �2� have revealed the
particular behavior of flows in very confined geometries. It is now
possible to control more efficiently the basic transport phenomena
�heat and mass� that drive the overall performance of the system.
Mixing in such small-scale devices �3� is a challenge as turbu-
lence is generally absent at the low Reynolds numbers encoun-
tered in flows in these systems. Different strategies, ranging from
passive to dynamically enhanced mixing �4,5�, have been pro-
posed to overcome these limitations. Manipulating the flow with
actuators or internal micropumps is another important issue. One
way to achieve this is through the organized motion of particles in
a controllable manner. For example, experiments by Terray et al.
�6� have demonstrated the peristaltic pumping action produced by
a transverse wave traveling along a chain of micron scale beads.
Numerical simulations �7� confirm the basic flow features and
provide additional information including the effects of different
channel sizes. The application of magnetic fields to magnetic or
paramagnetic beads provides a valuable means to drive the par-
ticle motion. Magnetic fields, in general, are more benign for han-
dling biological samples and do not require large electrostatic po-
tentials encountered in flows driven by electro-osmosis.

Recently, there has been a focus on fabricating self-assembled
structures using paramagnetic particles suspended by liquids in
microchannels �8,9�. In an open suspension, at void fractions of a
few percent or less, magnetic beads form linear chains under the
action of a steady magnetic field. The beads acquire a magnetic

dipole parallel to the applied field and then align themselves in
response to the mutual interaction of the dipoles, forming long
chains through aggregation. For micron-sized particles, there are
competing effects of Brownian motion and magnetic forces and
the average length of the chains has a power law growth in time
�10,11�. In a confined microchannel, the length and position of the
chains is controlled by the geometry. Experiments by Hayes et al.
�8� show that paramagnetic particles suspended in a pipe will form
a chain along a diameter of the pipe when a transverse magnetic
field is applied. This represents the longest available dimension
parallel to the applied field. The chain, once formed, will then
rotate as the magnetic field is rotated, maintaining the alignment
of the chain with the magnetic field. Corresponding numerical
simulations by Liu et al. �12� confirm this behavior and show
similar preferred alignments of paramagnetic chains in ducts with
a triangular cross section. Self-assembled matrices of paramag-
netic particles in a microchannel have been proposed for DNA
separation chips �9�.

Self-assembly is a specific form of particle manipulation. Au-
tonomous organization can spontaneously lead to the formation of
large-scale structures and through the balance of opposing forces
or processes, particles can form stable patterns. This behavior is
common to several systems ranging from molecular to planetary
scales �13�. Studies of self-organization have been mainly focused
on static structures, such as crystal formation, where a static equi-
librium is achieved through an energy minimization. In contrast, a
stable particle aggregate that is moving in a viscous fluid is con-
tinuously dissipating energy and a dynamic equilibrium between
the external forcing and the viscous dissipation is needed to main-
tain the self-assembled pattern. This represents, in general, a dis-
sipative dynamical system rather than a conservative system gov-
erned by Hamiltonian dynamics.

The present paper is motivated by the experiments reported by
Grzybowski et al. �14–16� in which the self-assembling system is
composed of millimeter-sized disks floating just beneath a liquid–
air interface. These disks are doped with magnetite resulting in
magnetized particles with a permanent dipole moment coplanar
with the disk. A large permanent bar magnet rotates at a constant
angular frequency above the interface in a plane parallel to the
interface. The disks spin about their centers at the same rotation
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rate as the rotating bar magnet in response to the magnetic torque
on the disks. The particles experience also a gradient of the mean
magnetic field resulting in a centripetal force toward the axis of
rotation of the bar magnet. As the disks are rotating in a viscous
fluid, they force the formation of a vortex like flow around their
surfaces. Complex hydrodynamic interactions between the spin-
ning disks then take place and drive the formation of supraparticle
aggregates.

By comparison, the interactions of these vortical flows differ
from the motion of two-dimensional point vortices in an inviscid
fluid described by Aref �17�. In the latter case, the system is
Hamiltonian and nondissipative. The dynamics can be complex
and chaotic motions may occur depending on the number of vor-
tices and the initial separation distance of the vortex centers. Simi-
larly, Campbell and Ziff �18� have investigated theoretically the
possible equilibrium patterns formed by point vortices in an invis-
cid superfluid using energy minimization principles. In the present
study, viscous forces and viscous dissipation play a central role in
damping fluctuations and sustaining the stable dynamic equilib-
rium.

The aim of this paper is to present results of numerical simula-
tions for an analog of the physical situation described by Grzy-
bowski et al. �15,16�. The floating disks are instead neutrally
buoyant spheres, suspended in a viscous liquid and initially
seeded in a coplanar configuration �see Fig. 1�. A constant torque
is applied to each particle to generate their spinning motion and
the centripetal attraction force due to the radial gradient of the
ambient magnetic field is prescribed. In the following sections, we
describe the numerical approach used to simulate the flow and
particle trajectories, giving details of the force coupling method.
The flow around individual spinning particles is described and the
hydrodynamic interactions of the particles evaluated. Then, we
describe the results obtained from simulations of systems of par-
ticles and compare these carefully with the experimental data �15�.
We emphasize the effect of the low but finite Reynolds number on
the flow dynamics. This point is particularly important as the Rey-
nolds number is of order unity in the experiments and no reliable
analytical theory is available for such an intermediate regime.

2 Simulation methods
The physical problem under discussion involves magnetic at-

traction forces and torques as well as fluid forces induced by the
rotation of small particles embedded in a viscous fluid. The crucial
mechanism that needs to be represented is the repulsion force
between spinning particles produced by their hydrodynamic inter-
actions. We use the force coupling method �FCM� �19,20� to de-
scribe the coupled dynamics of the dispersed two-phase flow of
the particles in suspension. The resulting equations are solved
numerically, in a three-dimensional periodic domain using a stan-
dard Fourier pseudo-spectral method.

2.1 Overview of the Force Coupling Method. The basic
concept of the FCM is to represent the presence of particles in a
fluid flow by locally distributed body forces added to the Navier–
Stokes equations for the fluid momentum. Fluid is assumed to fill
the whole domain including the volume occupied by the particles.
The body forces result in a low-order, finite multipole expansion
for the disturbance flow of each particle and the forces effectively
constrain the fluid to respond locally as a rigid body. Multibody
interactions are achieved by solving the Navier–Stokes Eqs. �1�
and �2� including simultaneously the forcing f�x , t� from all the
particles

�
Du

Dt
= − �p + ��2u + f�x,t� �1�

The velocity field is u�x , t�; � is the fluid viscosity; and p is the
pressure. The fluid motion is incompressible, with uniform density
�, and the velocity field satisfies the continuity equation

� · u = 0 �2�

The momentum source term f�x , t� on the right-hand side of Eq.
�1� is expanded using a multipole decomposition

f i�x,t� = �
n=1

NB

Fi
�n���x − Y�n��t�� + Gij

�n� �

�xj
���x − Y�n��t�� �3�

where Y�n� is the position of the nth spherical particle and F�n� is
the force it exerts on the fluid. The first term on the right-hand
side of Eq. �3� is a force monopole. The force dipole term, the
second term on right-hand side of Eq. �3�, is a combination of a
symmetric stresslet term and an antisymmetric part related to the
torque T�n� exerted on the fluid by the nth particle. These terms
are summed over the total number of particles, NB. The density
functions � and �� are spherical Gaussian envelopes that model
the finite size of the particles

��x� = �2��2�−3/2 exp�− x2/2�2� �4�

with corresponding length scales � for ��x� and �� for ���x�. In
terms of the particle radius a, these scales are set as a /�=�� and
a /��= �6���1/3.

The strength of each force monopole F�n� is related to the ex-
ternal force on the particle Fext

�n� and the excess buoyancy force or
inertia of the particle relative to that of the displaced fluid as

F�n� = �mP − mF��g −
dV�n�

dt
� + Fext

�n� �5�

Similarly, the torque term T�n� is specified by a combination of the
external torque on the particle and excess inertia

T�n� = − �IP − If��d��n�

dt
� + Text

�n� �6�

Here, mP and mF are the mass of the particle and mass of dis-
placed fluid, respectively; and IP and IF are appropriate coeffi-
cients for the moment of inertia. The contribution of the torque
term to the force dipole coefficient is Gij

�n�=1/2�ijkTk
�n�. In general,

the symmetric stresslet coefficient for each particle is set through
an iteration process to ensure that the average rate of strain within
the volume occupied by each particle

Sij
�n� =

1

2 	 � �ui

�xj
+

�uj

�xi
����x − Y�n��t��d3x �7�

is zero.
The particles move in a Lagrangian framework with their tra-

jectories computed from the local fluid velocity. Particle velocities
and rotation rates are obtained by a spatial average of the fluid
velocity and vorticity over the volume of fluid occupied by the
particle, based on the spherical Gaussian envelopes Eq. �4� as

Fig. 1 Sketch of the experimental configuration †15‡
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V�n��t� =	 u�x,t���x − Y�n��t��d3x �8�

��n��t� =
1

2 	 � � u�x,t����x − Y�n��t��d3x �9�

From this the trajectory of each spherical particle is computed as

dY�n�

dt
= V�n��t� �10�

In a Stokes flow, FCM gives exact results for the drag force on
an isolated particle as well as the torque on a rotating sphere or
the stresslet for a spherical particle in a uniform straining flow
�19,20�. The response to a single force monopole captures both
the usual Stokeslet and the associated degenerate force quadrupole
needed to represent the flow past an isolated sphere. Even though
boundary conditions are not imposed on the particle surface and
only the constraints Eqs. �7�–�9� are imposed, the flow field is
generally a good approximation at distances greater than 25–50%
of the particle radius from the particle surface. Similarly, the hy-
drodynamic interaction of a pair of particles is well represented
when the gap between the particles is larger than 25% of the
radius, or 50% for the specific case of particles moving toward
each other their line of centers where lubrication forces are then
an issue �21�.

The effects of finite fluid and particle inertia are well repre-
sented by the FCM scheme under low, but finite Reynolds num-
bers. This has been tested by comparisons with experiments for
sedimenting particles �22� and against full direct numerical simu-
lations for a variety of flows including particles in wall-bounded
shear flows �23–25�. For flow past a fixed sphere, it has been
verified so far that the drag forces and flow structure agree well
with full direct numerical simulations at particle Reynolds num-
bers up to 12 �25�. FCM also gives good estimates for the lift
forces on particles near a wall in a parallel shear flow, including
situations involving a pair of interacting particles �26�. The com-
putational effort for FCM as compared to direct numerical simu-
lations for particulate flows is discussed by �23,24�.

The Navier–Stokes Eqs. �1� and �2� are solved for a periodic
cubic domain, large compared to the size of the particles and the
typical scale of the aggregate. A Fourier pseudo-spectral represen-
tation is used for the flow field and a standard Fourier collocation
scheme. Second-order time accuracy is achieved by using an
Adams–Bashforth scheme for both the fluid and the particle mo-
tions. Simulations are carried out on both 643 and 1283 grids.
Typically 5–6 grid points per particle diameter are needed to en-
sure that the Gaussian force envelope Eq. �4� is resolved and that
the body force distributions Eq. �3� are accurately represented,
without aliasing errors.

2.2 Magnetic Forces. We now consider the effect of the mag-
netic field on the particles and the conditions relevant to the ex-
periments �15� used here to motivate the simulations. The magne-
tized disks are of uniform size with diameter in the range of
1–2 mm and the final aggregated clusters are 10 mm or less in
diameter. At 2–4 cm above the free surface a large permanent bar
magnet is suspended, with horizontal dimensions 5.6 cm by 4 cm,
which is then rotated rapidly at rates variously between 
200 rpm
and 1200 rpm. On the free surface, the magnitude of the magnetic
field has a maximum at the axis of rotation and the magnetic field
is aligned with the long axis of the bar magnet. Locally, the mag-
net exerts a torque on a magnetized disk equal to m�B where B
is the local magnetic flux density of the bar magnet and m is the
fixed dipole moment of the disk �27�. Provided the two are aligned
the torque is zero but any misalignment will generate a significant
torque tending to bring the two back into alignment. The torque is
more than sufficient to overcome the viscous resistance to rotation

and so the disks rotate in synchrony with the bar magnet.
The bar magnet also exerts a force on each disk m ·�B associ-

ated with the gradient of the magnetic field. As the dipole moment
is aligned with the bar magnet and the magnetic flux density is
diminishing away from the axis of rotation, the force is directed
toward the axis at all times. The magnitude of the force fluctuates
as the magnet is rotated but as the rotation rate is much larger than
the precession rate of the cluster of disks, the force may be rep-
resented by a time-averaged, constant force. The magnetic force
also varies with radial distance from the axis of rotation. If the
dimensions of the magnet were very large, we would expect a
linear variation in the gradient of the flux density �B with radial
distance and so too of the magnetic force. This is only partially
true and an alternative is to assume a locally uniform value of the
flux gradient density over a limited range of distances from the
axis. Both representations were used by Grzybowski et al. �15�. In
the present simulations, we consider both a constant and a linearly
varying radial magnetic force directed towards the axis of rotation
to set Fext. The magnetic forces between individual disks, due to
their dipole moments, are negligible by comparison.

The present numerical analogy of the experiments is composed
of neutrally buoyant particles instead of disks floating at a liquid/
air interface. It has been argued in the physical analysis of the
self-assembly dynamics that capillary effects related to particle-
interface interactions have no role. The net effect is only to pre-
vent disks from settling under gravity in the fluid layer. We agree
with such an analysis and set the density ratio mP /mF=1 through-
out all the simulations. The hydrodynamic interactions are ob-
tained by the force coupling method and these drive the Lagrang-
ian motion of the spherical particles. The magnetic torque Text
acting on each particle is fixed so that the angular velocity for a
single particle matches the rotation of the magnetic field and that
the corresponding rotational Reynolds numbers match.

3 Flow Interactions of Isolated Particles
The dynamics of self-assembly for particles under rotation and

magnetic attraction are closely related to the hydrodynamic inter-
actions of spinning spheres. In this section, we consider the flow
generated by a single spinning sphere and the fluid forces acting
on a pair of particles. We first compute the fluid velocity induced
by a single isolated particle rotating around the fixed z axis pass-
ing through the center of the sphere. The particle radius is a and
the rotation rate about the axis is �. All quantities are made di-
mensionless using these two characteristic scales. In Fig. 2, we
compare the radial profile of the azimuthal velocity, u	 in the
equatorial plane 
=� /2 specified in terms of spherical polar co-
ordinates �r ,
 ,��. Simulations using the Stokes equations, at zero
Reynolds number, are in good agreement with the analytic profile
u	=a3� /r2, for r�a. Close to the sphere surface at r /a=1 the
discrepancy is slightly greater but at distances larger than r /a
=1.5, good agreement is achieved. The FCM profile is smoothly
varying and peaks inside the sphere volume. As the particle Rey-
nolds number Re�=�a2 / for the rotation is increased, where  is
the kinematic viscosity � /�, the FCM results �with both torque
and stresslet terms� indicate that there is little change in the azi-
muthal velocity profile. At Re�=8, the profile is essentially iden-
tical to that at zero Reynolds number. At higher Reynolds number
it is known that a boundary layer structure eventually develops
�28� and the variation in azimuthal velocity with 
 also changes.

In using the force coupling method here, the particle rotation
rate � is determined from the simulation, using Eq. �9�, in re-
sponse to the flow generated by a prescribed torque Text. We ini-
tially imposed Text=8��a3�, based on the reference set of scales
and the viscous torque in Stokes flow �29�, and then varied the
fluid viscosity � to achieve the required particle rotation Reynolds
number. The relation between the torque and the angular velocity
has been thoroughly investigated in the literature. The nondimen-
sional torque M =2Text / ��a5�2� varies with the Reynolds number
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Re�. Experiments carried out by Sawatzki �30� are in good agree-
ment with Lamb’s result M =16� /Re� for Stokes flow �29� pro-
vided Re� is less than 3. This is confirmed by the numerical simu-
lations of Dennis et al. �31�. When Re� becomes finite, the
empirical relation M=16��1+f�Re��� /Re� is more appropriate.
In the range 0�Re��10, the correction term f�Re�� remains
small, less than 0.075, and the results for M obtained by Dennis et
al. �31� agree well with the asymptotic approximations due to
Bickley �32� and Takagi �33�. Results for M as a function of Re�
obtained from the FCM simulations are shown in Fig. 3, where we
include results with both torque and stresslet terms �FCM-TS� or
with just a torque term �FCM-T�. The stresslet term has a signifi-
cant effect in improving the estimate of M as a function of Re�

and improves the representation of the flow. At Re�=8, the ex-
pected value of �1+ f�Re��� is 1.050 while the results for FCM-TS
give 1.016. The results are closer at lower Reynolds numbers.

Overall, the estimate from Stokes flow provides a good approxi-
mation for the torque and the FCM results tend to underestimate
the increase in torque. The working range for the experiments �15�
is 0�Re��4.

At finite Reynolds number a secondary, meridional circulation
develops with an inflow at the poles and outflow near the equator.
Figure 4 shows the simulation results for Re�=2 with rotation
about the z axis. We have included the volume inside the particle
to illustrate the internal circulation and the location of the stagna-
tion points. The secondary flow can be approximately estimated
by a regular perturbation expansion at low Reynolds number. Fol-
lowing Bickley �32�, the three velocity components in terms of
spherical polar coordinates are

ur = −
�a3

8r2 �3 cos2 
 − 1��1 −
a

r
�2

Re�

u
 =
�a4

4r3 �1 −
a

r
�sin 
 cos 
 Re�

u	 =
�a3

r2 sin 
 + O�Re�
2 � �11�

This result illustrates the low Reynolds number stresslet compo-
nent of the radial velocity in the plane 
=� /2, where ur varies
asymptotically as ��a3 /8r2�Re�.

If in addition to rotation, a sphere is moving with a translational
velocity U through still fluid there will be both a drag force and a
lift force. The lift is orthogonal to both the linear velocity and the
angular velocity. Rubinow and Keller �34� have estimated these
forces for small, but finite Reynolds number using an Oseen rep-
resentation for the far field flow. The drag coefficient is equal to
the usual Oseen prediction, CD=24�1+3Re/16� /Re, where the
Reynolds number Re=2aU / and the lift coefficient is CL=3/4.
A force balance can be derived for steady motion with velocity V

Fext = 6��aV�1 +
3

16
Re� +

3

4
mFV Ã � �12�

while the particle is driven by a constant external force and Re
�1. Similarly for a sphere translating relative to a flow with a
uniform shear, there is also a lift force. This is again an effect of
finite Reynolds number and has been estimated by Saffman
�35,36� to first order in Re. Extensive comparisons with FCM and
full direct numerical simulations �23,25� have shown that the
present simulation methods accurately capture these lift forces for
low to moderate Reynolds numbers.

We now consider the motion of a pair of co-planar particles,
each subject to a constant torque and co-rotating with an angular
velocity �. In a Stokes flow, at zero Reynolds number, the par-
ticles will follow a circular path moving in response to the flow

Fig. 2 Profile of the azimuthal velocity u� in the equatorial
plane: Stokes flow „solid line…; force coupling method–Stokes
flow „open circles…; force coupling method −Re�=8„+…

Fig. 3 Nondimensional torque coefficient M against Reynolds
number Re�: solid line, Lamb’s theory „Stokes flow…; dashed
line, correlation from the experiments of Sawatzki †30‡ and
simulations of Dennis et al. †31‡; filled circles, FCM-T results;
open circles, FCM-TS results

Fig. 4 Secondary flow in x, z plane for sphere spinning about
the z axis at Re�=2
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generated by the other particle. There is no repulsion force be-
tween the particles and the radius of the circular path R does not
change. This is shown by the closed path trajectories in Fig. 5
which are computed for zero Reynolds number. This agrees with
the properties of linearity and reversibility for Stokes flows. When
including low, but finite fluid inertia �Re�=2� in the simulation,
we see that the particles repel each other. The particles follow
open trajectories while the center to center distance increases
steadily. The repelling behavior of spinning particles is clearly an
effect of fluid inertia. If the particles are counter-rotating under the
action of equal and opposite torques then in a Stokes flow the
particles move in parallel with a constant velocity again in re-
sponse to the flow induced by the other particle. Their separation
distance 2R again remains constant.

This situation may be thought �as in the original discussions of
the experiments� to give rise to a lift force at finite Reynolds
number, either due to the shear flow �Saffman lift force� of the
induced fluid motion or the rotation of the particles �Rubinow–
Keller lift force�. If this were the case then corotating particles
would repel and counter-rotating particles would attract at finite
Reynolds number. A simulation, similar to that shown in Fig. 5,
with counter-rotating particles demonstrates that there is a repul-
sion not an attraction between the particles. Both the Rubinow–
Keller lift force due to rotation and the Saffman lift force due to a
local mean shear require a relative motion between the particle
and the ambient fluid. Specifically, some wake region must de-
velop behind each particle. The particles here are neutrally buoy-
ant and their translational motion is due to the motion of the
surrounding fluid, induced by the spinning particles. No such
wake region will develop.

The flow structure for a pair of corotating particles is shown in
Fig. 6. The particles are spinning about axes parallel to the z axis
at Re�=2. They are subject to a fixed force of attraction that in the
stationary state keeps them at a constant separation distance and
the particles move in a circular path in the x ,y plane. The distance
between the particle centers, 2R is approximately 6a. The second-
ary flow effect is clearly evident and the radial outflow in their
common plane tends to push the particles apart. The flow structure
is similar if the particles are counter-rotating, i.e., there is a com-
mon radial outflow for each particle.

We have computed the hydrodynamic repulsion force between
a pair of particles, at fixed Reynolds numbers Re�, as a function
of the particle separation distance 2R. In the simulations, a con-

stant force of attraction is set and then the equilibrium distance is
determined. The results are show in Fig. 7 for Re�=0.25, 2, and 8.
The force is scaled as F /�a4�2. The results for Re�=0.25 and 2
are very similar for R /a�2. There is no simple power law for the
variation with separation distance but the trend is not far from an
R−3 dependence. At the higher Reynolds number, the decrease
with R is less.

The precession angular velocity � of the pair of particles can
be theoretically predicted in Stokes flow by a linear summation of
the velocity perturbations of each particle. Considering one par-
ticle of the aggregate, we can predict the azimuthal velocity in-
duced by the rotation of the second particle as u	=�a3 / �2R�2.
The angular frequency of the two particle system �precession ve-
locity� is �=u	 /R, and

�

�
=

1

4
� a

R
�3

�13�

The relation strongly depends on the separation distance, varying
as 1/R3. For an aggregate of three particles, following the same
arguments we can derive

�

�
=

1

2 cos��/6�� a

R
�3

�14�

Figure 8 summarizes the simulation results for a pair of par-
ticles. The results were obtained in the same way as in Fig. 7. It is
important to note that the rotation rate of the aggregate � is typi-
cally one or two orders of magnitude lower than the reference
angular frequency � of the bar magnet. The above theoretical
prediction based on Stokes flow is in good agreement with the

Fig. 5 Trajectories of two spinning particles without magnetic
attraction: closed circular trajectories „Stokes flow…; open tra-
jectories „low, but finite Reynolds number…

Fig. 6 Secondary flow for two spheres, spinning about axes
parallel to the z axis, at Re�=2

Fig. 7 Repulsion force F between two corotating particles
against distance R, where 2R is the distance between particles.
Results at Re�=0.25 „open circles…, 2 „triangles…, and 8 „cross…
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simulations at Re�=0.25 and 2 for smaller separation distances.
At the higher Reynolds number, Re�=8, the decrease in � is more
rapid with separation distance.

4 Self-Assembly of Rotating Particles
We now consider the motion of spinning particles that are also

subject to a central attraction force due to the rotating magnetic
field and make comparisons with the experiments �15�. Particles
are initially seeded at random positions in the same plane �see Fig.
1� to correspond to the coplanar experimental conditions where
disks were floating beneath a liquid–air interface. We do not force
the particles to stay in the initial plane and the particles may move
freely within the three-dimensional periodic domain. Throughout,
a stable coplanar configuration of the aggregate is reached as self-
assembly occurs. It is important to note that the typical size of the
cluster of particles is small compared to the domain width �24 or
48 particle radii� and the periodic boundary conditions have been
verified to have only a small effect on the overall dynamics.

4.1 Two Particle System. The simplest stable aggregate is
composed of two particles, where the repelling hydrodynamic
force is balanced by a centripetal force given by the magnetic
attraction toward the rotation axis of the bar magnet. Note that
stable does not mean fixed since the particles are spinning around
their own axes, and they induce a disturbance flow leading to the
precession of the aggregate itself. We consider both a constant
value for the magnetic attracting force and a linearly varying force
to compare with the experimental data �15�. In Fig. 9, the increas-
ing separation distance between the two particles of the rotating
aggregate depends on the angular frequency. With increasing ro-
tation rate of the bar magnet, the magnitude of the flow associated
with the spinning particles increases and so too the inertial repul-
sion force. The particles then move apart from each other giving
larger separation distance 2R /a. In order to set an appropriate

magnitude for the magnetic attraction force the result at �
=500 rpm, which corresponds to Re�=2, was used as reference
point. The separation distance 2R /a is equal to 4.42 in this case.

There is good general agreement between the experimental data
and the results of the simulations over the entire range of angular
frequency. The results with the constant value of the magnetic
force, shown by the triangular symbols in the figure, are in better
agreement to the experiments than those for the linearly varying
magnetic force, shown by the open circles. Note that with a lin-
early varying force, the attraction is stronger for larger values of R
while the hydrodynamic repulsion becomes weaker. As a result,
the separation distance 2R is smaller for a high rotation rate and
conversely larger at a low rotation rate. The largest distance be-
tween the particles is less than 8 particle radius which is much
lower that the width of the simulation domain �24 particle radius�.

4.2 Multiple Particle System. As the number NB of particles
involved in an aggregate is increased, the topology of the self-
assembling cluster changes. From two to five particles, the aggre-
gate is composed of one single shell without particle in its center.
The particles are distributed evenly on the circular orbit described
by each particle trajectory. When NB equals six, seven, or eight
particles, one particle is located in the center of the circular orbit
of the rotating aggregate. If nine particles are initially seeded at
random positions, the aggregate achieves a stable configuration
composed of two shells: two inner particles rotating around the
rotation axis of the bar magnet and an outer shell composed of
seven particles following circular paths �see Fig. 10 for stable

Fig. 8 Precession angular velocity � for a pair of corotating
spheres against R: „a… comparison of results at Re�=0.25 with
estimate from Stokes flow; and „b… comparison of results at
Re�=0.25, 2, and 8

Fig. 9 Comparison of simulation results with experiments for
the separation distance of the stable pattern „two particles… at
different rotation rates �: „stars… experiments of Grzybowski et
al. †15‡ „dashed line is only a guide for the eye…; „triangles… FCM
results with a constant magnetic attraction force; „circles… FCM
results with a linear magnetic attraction force

Fig. 10 Definition of length scales for a rotating aggregate
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configurations for N=6, 8, or 9�. We checked the stability of these
aggregate organizations by simulating the self-assembling tran-
sient from different initial random seeding. The particles always
reach the same configuration as observed experimentally. At this
point, we do not have a complete understanding of the selection
mechanism for the aggregate patterns but the simulations show
clearly that the FCM simulations are able to reproduce such com-
plex dynamics.

In Table 1, the geometric parameters that define the aggregate
pattern for N=6, 8, and 9 particles are given. These are compared
with the experimental data and it can be seen that the agreement is
more than qualitative for the cases N=6 and N=9. Our simula-
tions overestimate slightly �13% error� the separation distance for
a cluster composed of eight particles, as compared to the experi-
ments. Full agreement is not to be expected because of the differ-
ences in the configuration of the experiments �disks� and the simu-
lations �spheres�. The values of R /a are all in a similar range and
the results are similar whether a linearly varying or constant mag-
netic force is used. Figure 11 shows the flow field for a stable
aggregate of seven particles, plotted for their common plane of
motion.

For the particular values of N=10 and N=12, a polymorphism
was observed in the experiments �16�, whereby two different
stable configurations of the particles can occur. Figure 12 shows
the corresponding simulation results for ten particles at Re�=2.
The two stable patterns have either seven or eight particles in the
outer shell and correspondingly three or two particles nearer the
center. For N=12, Fig. 13 shows that the stable patterns have
either eight or nine particles in the outer shell. Both observations
agree with the experiments. Starting from different, random initial

positions of the particles it was seen in the experiments that the
eight particles in the outer shell were more common for N=10 and
the nine particles in the outer shell for N=12. The statistics varied
somewhat with the rotation rate. We do not have sufficient data to
estimate the relative frequency of each pattern but the results
show a similar trend.

5 Discussion
In this paper, we give results from the numerical simulation of

dynamic self-assembly of spinning particles. The key mechanism
is the hydrodynamic repulsion between the particles that balances
the magnetic attraction toward the center of the domain. Multi-
body hydrodynamic interactions are determined by numerical so-
lutions of the Navier–Stokes equations combined with the force

Table 1 Typical scales of a rotating aggregate „experiments, simulations…

NB=6 NB=8 NB=9

R /a=4.33 R /a=4.54 L1 /a=3.38
L /a=5.08 L /a=4.17 L2 /a=4.33
L /R=1.17 �simulation� L /R=0.91 �simulation� L1 /L2=0.78 �simulation�
L /R=1.13 �experiments� L /R=0.80 �experiments� L1 /L2=0.80 �experiments�

Fig. 11 Fluid velocity vectors for a stable aggregate of rotating
spheres, N=7, at Re�=2. The aggregate precesses about the
center particle in this common plane. Fig. 12 Stable aggregation patterns for N=10 at Re�=2
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coupling method as a representation for the interphase coupling
between the fluid flow and the particles. The model is fully
coupled in that particle rotations induce velocity perturbations in
the flow that in turn drive the overall dynamics of the aggregate
formation and govern the stability.

We simulate the formation of self-assembling aggregates com-
posed of different numbers of particle. The configuration of two
particles was compared to the reference experiments of Grzy-
bowski et al. �15,16�. Our simulations on the evolution of the
interparticle distance with the rotation rate of the bar magnet are
in good agreement with the experiments carried out with spinning
disks at a liquid–air interface. This demonstrates that the dynam-
ics are purely related to hydrodynamic interactions and are not
driven by interfacial phenomena. An important conclusion of our
simulations is that the basic features are prescribed by low but
finite Reynolds number dynamics and would not develop in the
absence of fluid inertia. The repulsion force is Reynolds number
dependent and the precession velocity is a function of the Rey-
nolds number of the flow and the interparticle distance. When the
number of particles is further increased, the arrangement of the
particles displays symmetric patterns with one or more particles in
the center surrounded by a rotating shell of equidistant particles.
Polymorphism is observed too for groups of 10 or 12 particles.

Such tunable properties are highly desirable at microscales
where the precise control of particle organization can drive the

macroscopic properties of the equivalent medium. We may expect
a high efficiency of mixing in a flow using such active microsys-
tems, as indicated by Campbell and Grzybowski �37�. Although
the effects depend on fluid inertia at finite Reynolds number, a low
value of Re�
0.1 would be sufficient to produce self-assembly.
Such values are quite feasible in microflow systems at high rota-
tion rates.

We have demonstrated that the source of the hydrodynamic
repulsion force observed in the simulations and the experiments is
the secondary flow generated by the spinning particles as opposed
to lift forces. The variation of the force with separation distance,
shown in Fig. 7, is consistent with the observations from the ex-
periments. Grzybowski et al. �15� postulate scaling relations for
the repulsion force assuming some form of lift force but conclude
that straightforward estimates do not agree with the observed
variations of the force with separation distance. By assuming a
radial repulsion force that scales as r−3 �16� and suitable scaling
coefficients, they were able to obtain a good correspondence be-
tween analytical model estimates and the experiments. In the
present simulations, no such assumptions are required. Qualita-
tively, the secondary flow around each spinning particle will fur-
ther produce a pressure force that will tend to support the particle
at the free surface between the liquid and the air and the spinning
particles could be viewed as roughly analogous to spinning hemi-
spheres.

Finally, we note that there are several unresolved issues. The
most important is that the FCM simulations tend to underpredict
the strength of the secondary flow, although the spatial variation is
approximately correct. Preliminary investigations have shown this
to be the result of limited resolution of the flow near the surface of
the sphere. The secondary flow is forced by pressure variations on
the surface of the particle and is sensitive to the profile of u	. The
differences between the exact solution and the FCM results shown
in Fig. 2, while small, are significant for 1�r /a�1.5. We are
continuing to investigate this issue and improve the accuracy of
the simulations.
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Reversible Electrowetting of
Liquid-Metal Droplet
This paper reports experimental investigations on the electrowetting effect of liquid met-
als, e.g., mercury, on dielectric films. Largest contact angle change of 74 deg (from
141 deg to 67 deg) is achieved on top of a Parylene film. Highly reversible electrowetting
with very low hysteresis �2–4 deg� is demonstrated on the Teflon®-coated surfaces. The
actuation voltage for 30 deg contact angle change (from 148 deg to 118 deg) is largely
reduced to 25 V by using a high-dielectric-constant tantalum oxide film as the dielectric
layer. The effect of trapped charges in the dielectric film on the electrowetting is observed
and measured. The rise and fall times of the electrowetting actuation are inversely pro-
portional to the droplet diameter and as short as 0.1–0.2 ms for a 50 �m dia droplet.
The actuation reliability is tested, and a long-time operation is achieved in an oil
environment. �DOI: 10.1115/1.2436582�

Keywords: contact angle, electrowetting, hysteresis, liquid metal, surface tension

1 Introduction
When a voltage is applied between a liquid droplet and a coun-

terelectrode beneath a dielectric layer, the wetting property of the
liquid on this solid surface is modified by the external electric
field. The phenomenon is so-called electrowetting and was first
demonstrated by Berge in 1993 �1�. As the surface tension is in-
herently a dominant force in microscale, modulation of the surface
tension can be utilized as an effective actuation mechanism for
microdevices. Recently, an increasing research interest has been
focused on this subject. As the surface of very low hysteresis can
be achieved by applying a Teflon® AF or Teflon-like coating �2,3�,
the electrowetting actuation becomes highly reversible. In addi-
tion, the driving voltage of electrowetting is reduced by decreas-
ing the insulation layer thickness �4�. Reversible low-voltage elec-
trowetting actuation opens up a broad application area. Many
promising applications have been proposed for micro-electro-
mechanical systems �MEMS� �5–9� and for microfluidics �10–13�.
Our group has demonstrated that electrocapillarity is able to actu-
ate a micromirror with a large piston displacement at a low volt-
age ��2 V� �6�. Berge and Peseux applied the electrowetting ef-
fect to change the focal length of a transparent drop �7�. Hayes
and Feenstra reported a reflective display based on electrowetting
�8�. A micromotor was achieved by Lee and Kim based on the
continuous electrowetting �9�. Prins et al. reported their control of
fluid motion by the electrocapillary pressure in three-dimensional
structures of microchannels �10�. A review of the electrowetting
and its applications was given recently by Mugele and Baret �14�.
Compared to some other modulation strategies of surface tension,
such as thermocapillarity and electrochemical effects, electrowet-
ting has advantages of easy implemetation, fast response, and
large tunability �14�. Most of the past electrowetting work is on
the liquids, such as deionized water, aqueous salt solutions, and
ionic liquids. As the electrowetting becomes a promising tech-
nique to drive droplet microfluidic systems, people have begun to
explore the actuation of biological fluids for biorelated applica-
tions �13�. Our investigations of electrowetting focus on the liquid
metals, e.g., mercury droplet. Compared to the above liquids, liq-
uid metals offer a higher electrical conductivity, optical reflectiv-
ity, surface tension, and lower vapor pressure, which make them
suitable for some MEMS applications, such as microrelay �15�,

microswitch �16�, and integrated circuits �IC� cooling �17�. We
first investigated the electrowetting of liquid metals on a dielectric
film, such as Parylene �5�. Here we extend our previous work and
perform a more systematic study on this phenomenon. At the
same time, the dielectric film and the surface are greatly opti-
mized for achieving a highly reliable actuation with a low driving
voltage.

2 Electrowetting Equation
The electrowetting effect can be quantitatively characterized by

measuring the contact angle of liquid droplet. When a liquid drop-
let is placed on a solid surface, the wettability is indicated by the
angle between the interface of the droplet and the horizontal sur-
face, which is termed contact angle. On a real surface with physi-
cal roughness and chemical heterogeneity, the equilibrium contact
angle may not be a unique value. The contact-angle hysteresis
�CAH� is defined by the difference between the advancing and
receding contact angles and can be measured by the classic tilting-
plate method. The electrowetting equation, which is first obtained
by Berge through energy minimization method �1�, describes the
relationship between the contact angle and the applied voltage.
Considering a mercury droplet on top of a dielectric film, the
charges accumulate at the liquid-solid and liquid-vapor interfaces
as a voltage is applied. Since mercury is a good conductor, there is
no net charge inside the droplet. We also assume the dielectric
film is an ideal insulation layer with no current leakage. If we
neglect the fringe field and take the parallel-plate capacitor ap-
proximation, the electrowetting equation is

cos �v = cos �0 +
1

2

�0�

�lvd
V2 �1�

where �0 is the dielectric constant of vacuum, � is the relative
constant of the insulation layer, d is the dielectric film thickness,
�lv is the mercury-vapor surface tension, �0 is the contact angle in
the absence of an electric field, and �v is the contact angle at a
voltage V. The electrowetting equation indicates that the contact
angle decreases monotonically with the increasing voltage. The
initial contact angle of a droplet is very important for device op-
eration as a higher initial angle offers a wider angle tuning range.
The electrowetting efficiency �contact-angle change per unit volt-
age� is proportional to �0� /2d, which also is the unit-area capaci-
tance between the droplet and buried electrode. Choosing a high
dielectric constant material and decreasing the film thickness are
two practical ways to lower the electrowetting actuation voltage.
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Both approaches are investigated in our experiments and are de-
scribed in detail in this paper. Another critical aspect of the elec-
trowetting is surface hysteresis, which is ignored in the elec-
trowetting equation, but needs to be seriously considered, in
reality. Low-hysteresis surface is a necessity for large and revers-
ible electrowetting actuation. The electrowetting equation is veri-
fied experimentally for aqueous conductive liquids, and the small-
est contact angle of 30 deg was reported �12�. The surface tension
of liquid metals, such as mercury and gallium-indium-tin alloy
�which is liquid at room temperature�, is much larger than that of
aqueous liquids, which implies that a higher voltage is needed to
achieve the same contact angle change.

3 Experimental Setup
Two setups are used in our electrowetting experiments. Figure

1�a� is a configuration similar to the conventional setup used for
studying the electrowetting phenomenon of aqueous liquids �18�.
In this setup, the liquid-metal droplet is electrically connected to
an external voltage source through a fine metal probe. Since the
aqueous droplets are usually several millimeters in diameter, the
effect of the probe on the experimental results can be ignored. In
our case, however, due to the smaller dimension of the mercury
droplet ��400 �m dia� and higher surface tension �435 mN/m�,
the mercury droplet acts more like a solid ball. In the experiment,
a 37.5 �m dia tungsten probe is gently manipulated to touch the
side surface of the droplet for an electrical contact instead of
immersion in the case of an aqueous droplet. To minimize the
probe effect on the electrowetting, the contact area is kept as small
as possible and the probe is kept clean. The other electrical con-
tact is through a metal film buried under the dielectric insulation
film. The dielectric films used in the electrowetting experiment
include Parylene C, Parylene N, silicon nitride, silicon dioxide,
Teflon AF, anodized tantalum oxide, etc.

The second electrowetting setup is illustrated in Fig. 1�b�. The
probe is replaced by an electrode fabricated on top of the dielec-
tric film. The circular electrode is designed to be smaller than the
droplet base area to avoid blocking of the electric field. From
experiments, we found no significant difference between the re-
sults from these two configurations for big droplets �e.g., diameter
�400 �m�. The second configuration offers some advantages
which were discussed in our previous publication �5�. For smaller
droplets �� 100 �m�, the diameter of circular contact and the
width of the conducting line are decreased accordingly. We define
a positive potential when the mercury droplet is connected to the
anode of the voltage source, as shown in the Fig. 1�a�. The droplet
is illuminated with a light source, and its projection image is
captured by using a charge-coupled device �CCD� camera. The
stills and videos are taken for studying of the static and dynamic
responses of the electrowetting, respectively. In the case of the

dynamic study, a high-speed camera �up to 10 k frames per sec-
ond �fps�� is used to record the details of electrowetting actuation.
The contact angle is calculated based on the projection images.

A precise control of the droplet dimension is critical for fabri-
cating MEMS devices. A few techniques, such as electroplating
�19� and vapor deposition �20�, have been developed for mercury
droplet formation. In the vapor deposition, the droplet size is con-
trolled by the deposition time. This technique is promising be-
cause it is suitable for batch droplet formation. However, it is only
suitable for the formation of small droplets ��40 �m� since, if the
exposure time is too long, mercury condenses randomly on the
sample, decreasing the desired selectivity �21�. Our method for
forming mercury droplets is jetting. The droplets are jetted either
by using a Hamilton 7000 series microliter syringe or by using a
Jetlab microdispensing system �from MicroFab Technologies,
Inc.�. The diameter of the droplet jetted from Hamilton syringe is
229±17 �m. A much higher precise control of droplets can be
achieved by using the Jetlab system. The droplet from a single
dispense is 50±2 �m. The positioning of the droplet to the circu-
lar electrical contact is accomplished with the help of a micro-
scope and an x-y-z translation stage. The surface property also has
a very important effect on the droplet dispensing. As an example,
it is much easier to form a droplet on a high-adhesion-force sur-
face �such as Parylene, glass, and gold� than on a low-adhesion-
force surface �such as Teflon, rough Parylene�. The jetted droplets
often bounce back by those low-adhesion-force solid surfaces. A
small circular gold spot is used to anchor the droplets in those
situations. Figure 2 is a plot of the diameter of the droplets on a
Parylene surface as a function of the number of dispenses. The
squares are the measured diameters of the droplets, and the solid
line is a calculation curve based on the average volume of a single
dispense and the average contact angle of mercury droplet on the
Parylene surface. This curve demonstrates a precise control of the
formation of mercury droplets. For a 400 �m dia droplet, a single
dispense will make a difference of �0.13 �m dia, theoretically.

4 Static Measurements

4.1 Electrowetting on a Parylene Film. The dielectric layer
for the electrowetting experiment is a 0.6 �m Parylene C film
deposited in a Labcoater PDS 2010 system. The diameter of the
droplet is �390 �m. Two micrographs in the inset of Fig. 3 show
the profiles of the droplet at 0 V and 180 V. The contact angle is
initially 141 deg and decreases to 67 deg when the voltage in-
creases to 180 V. The contact angle change due to the electrowet-
ting effect is 74 deg, which is the largest value that has ever been
achieved for a mercury droplet. The droplet starts to move later-
ally when the voltage is larger than 180 V. The squares in Fig. 3
are the measurements of the contact angle versus the applied volt-
age. The solid line is a theoretical curve based on Eq. �1�. The

Fig. 1 Schematic sketches of electrowetting experimental setups: „a… with a fine metal probe and „b… with an
on-plane electrode

Journal of Fluids Engineering APRIL 2007, Vol. 129 / 389

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



relative dielectric constant of the Parylene C film is 3.15, and the
initial contact angle �0 is set to be 141 deg for matching the ex-
perimental results. The standard deviation of the contact angle
measurement is �5 deg, which is resulted from the hysteresis of
the Parylene surface. At low voltages, the experimental results
agree well with the theoretical values; at high voltages
��140 V�, a large deviation between the experimental and theo-
retical results occurs, implying a saturation phenomenon of the
electrowetting. Because Eq. �1� is a linear equation with the
parallel-plate approximation, it does not apply well at high electric
field, where the decrease of contact angle slows down and satura-
tion occurs according to the experimental results. The saturation
phenomenon was observed in many aqueous liquids �22� as well
as in liquid metals �5�. The saturation mechanism is not fully
understood and believed to be related to air ionization around the
contact line, trapped charges in the film, and polarization of the
film �22,23�.

4.2 Electrowetting Hysteresis. The surface chemical inho-
mogeneity and physical roughness cause the CAH, which is a
very important effect on the electrowetting experiment. As the
voltage increases, the droplet expands and the corresponding

angles are considered as advancing contact angles. The angles are
receding contact angles as the voltage decreases. In Fig. 4�a�, the
curve shows a typical trajectory electrowetting measurement on a
Parylene surface �the film is 0.6 �m thick�. The droplet has an
initial contact angle of around 141 deg. The angle decreases to
120 deg as the voltage increases to 90 V �which is much smaller
than the saturation voltage according to the result of Fig. 3�. As
the voltage decreases from 90 V back to 0 V, the restored contact
angle �132 deg, which is 9 deg smaller than the initial contact
angle. From Fig. 4, we can see that the CAH opposes the elec-
trowetting actuation, decreases the angle tuning range, and re-
duces the actuation reversibility. If we take the CAH effect into
account, Eq. �1� can be rewritten as

�v = cos−1�cos �0 +
1

2

�0�

�lvd
V2� ± 	��CAH� �2�

where the plus and minus signs apply to the situations of increas-
ing voltage and decreasing voltage, respectively. 	��CAH� repre-
sents the effect of the CAH on the contact angle in the electrowet-
ting actuation. The magnitude of 	��CAH� is implied by the
difference between the trajectory curves in Fig. 4. We define the
difference between the advancing angles �solid symbols� and the
receding angles �open symbols� as electrowetting hysteresis
�EWH�. To decrease the CAH effect and thus to increase the ac-
tuation reversibility, we first tried to impregnate the dielectric film
in a vacuum pumping oil �Maxima C Plus from Fisher Scientific�,
which is expected to produce a low CAH surface �2�. The samples
are immersed in the oil for a couple of hours and then blown with
a nitrogen gun. The curve �b� shows the trajectory measurements
of the electrowetting on an oil-impregnated Parylene surface �the
oil film is very thin and does not contribute to the insulation layer
thickness�. The 	��CAH� of the oil-impregnated surface is much
less than that of the pure Parylene surface. The oil-impregnation is
a promising technique to produce a low contact-angle hysteresis
surface. However, it is not compatible with the microfabrication
process. Another way of achieving a low-hysteresis surface is
coating the surface with a layer of Teflon AF or Teflon AF-like
film. A very thin layer of Teflon AF 2400 ��1000 Å� is spin
coated on top of a Parylene film. In Fig. 4�c�, the curve shows the
electrowetting measurements �0–100 V� on top of a Teflon AF-
coated parylene film. The Teflon AF coating is 500 Å thick. The
initial contact angle of the mercury droplet on Teflon AF surface is
150 deg.

In Table 1 are measurements of the CAH from the tilting-plate

Fig. 2 Diameter of the droplet jetted by Jetlab system as a
function of the number of dispenses

Fig. 3 Electrowetting of a mercury droplet on a parylene film:
the squares are measured contact angles and the solid line is a
calculation based on Eq. „1…. The inset shows the stills of the
droplet at 0 V and 180 V.

Fig. 4 Trajectory electrowetting measurements: „a… on a
parylene surface, „b… on a vacuum-oil impregnated surface, and
„c… on a Teflon AF-coated surface
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measurements and of the EWH from the trajectory electrowetting
experiments on several kinds of surfaces. The CAH of mercury
droplet on most of the surfaces is larger than 10 deg. Very low
hysteresis is observed on the oil-soaked surfaces and on the Teflon
AF-coated surfaces. During the experiments, the mercury droplets
are kept very clean to achieve reliable data. On the high hysteresis
surfaces, such as silicon nitride, silicon dioxide, and Parylene N,
the EWH is very large and the electrowetting actuation is very
small or almost irreversible. On the other hand, at the very low
hysteresis surface, such as oil-soaked surfaces, the electrowetting
measurement is very difficult as the droplet starts to move around
when a voltage is applied. The coating of Teflon AF film is a very
simple process. The film is very reliable and can be microma-
chined �24�. These make Teflon AF coating a good choice for the
electrowetting experiment.

4.3 Actuation Voltage Reduction. As implied by the elec-
trowetting equation, there are two ways to reduce the actuation
voltage: decreasing film thickness and increasing film dielectric
constant. For comparison, we measure the driving voltage for
achieving the same amount of contact angle change. A 200 Å
thick Teflon AF film is coated on top of the dielectric films to
lower the surface hysteresis with an initial contact angle of
�148 deg. The experimental data in Fig. 5 show the applied volt-
ages for achieving 30 deg of contact angle change on the films of
different thickness. The squares are the data of the Parylene films.
As the thickness of the Parylene C film decreases from
2.4 �m to 0.14 �m, the driving voltage is lowered down from
245 V to 46 V. The theoretical calculation is also shown by the
solid curve in Fig. 5. From these results, we can see that the
decreasing of actuation voltage is approximately inversely propor-
tional to the square root of the film thickness. However, further
reducing the thickness becomes impractical as the film quality
degrades due to occurring of pinholes. The breakdown voltage

will also limit the thinnest film for electrowetting actuation �25�.
The driving voltage can be further decreased by choosing high
dielectric constant materials. On a 0.24 �m thick nitride film ��
�7�, the driving voltage is 42 V �triangle�. On a 0.2 �m thick
tantalum oxide film ���25�, the driving voltage is only 25 V
�circle�. The dielectric constant of tantalum oxide film is about
eight times larger than that of Parylene film, which will cause a
2.8 times reduction in actuation voltage. The experimental results
show that the actuation voltage of tantalum oxide film is about
half of that of Parylene film with same thickness. The discrepancy
is mainly due to the Teflon AF film coating. The tantalum oxide
film is grown through an anodization process in a 40% phosphor-
ous acid at 100°C and shows very high quality as a dielectric
material. The film of barium strontium titanate �BST� is reported
to have a dielectric constant as high as 180 �4�, which seems to be
a good candidate for the dielectric material. However, the reliabil-
ity issues, such as leakage current and time-dependent dielectric
breakdown, limit the usage of BST film for electrowetting actua-
tion. In addition, further reduction of the driving voltage is limited
by the 200 Å thick Teflon coating, which is equivalent to a
�2500 Å thick tantalum oxide film or a �1.9 �m BST film in the
electrowetting experiment.

4.4 Effect of Trapped Charges. As indicated in Eq. �1�, the
electrowetting effect should be symmetric between the positive
and negative voltages. Verheijen and Prins �2� observed the influ-
ence of trapped charges on the electrowetting phenomenon of
aqueous liquid and introduced a quantity VT for the trapped
charges in the electrowetting equation

cos �V = cos �0 +
1

2

�0�

�lvd
�V − VT�2 �3�

where VT is the voltage that needs to compensate the influence of
the trapped charges. In Fig. 6, the measurements from 1 to 6
sequentially demonstrate the formation of trapped charges and its
influence on the electrowetting results. From 1 �0 V� to 2
�−200 V�, the contact angle decreases normally. The angle does
not decrease any more from 2 �−200 V� to 3 �−300 V�, which in-
dicates an electrowetting saturation and some electrostatic charges
are injected into the insulator. As the voltage changes back from
−300 V to −150 V, the angle restores to 152 deg. From 4
�−150 V� to 5 �+300 V�, the angle decreases from
152 deg to 105 deg. As the voltage changes back to 0 V, the
angle restores to �135 deg, which is 17 deg smaller than the ini-
tial value. The electrowetting curve is shifted from 0 V to
�−150 V due to the trapped charges. The trapped charges do not

Table 1 Measurements of CAH and EWH

Surfaces CAH �deg� EWH �deg�

Silicon nitride �LPCVD� 18 —
Silicon dioxide �LPCVD� 10 —

Parylene C 25 5–10
Parylene N 21 5–10

Oil-soaked parylene 2 1–2
Teflon AF-coated surfaces 4 2–4

Fig. 5 Electrowetting actuation voltage for achieving 30 deg
contact-angle change on dielectric films with different thick-
ness and different dielectric constant „squares, parylene; tri-
angle, silicon nitride; circle, tantalum oxide….

Fig. 6 Shifting of electrowetting curve due to the charges
trapped in the insulating film in the electrowetting experiment.
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disappear when an opposite voltage is applied. From this curve,
we can see that VT�150 V and the trapped charge density is
�1.4
10−7 C/cm2 �3 �m thick Parylene film�. The trapped
charges decrease the electrowetting force on the negative side and
increase the force on the positive side, as indicated by Eq. �3�.

5 Dynamic Response
The dynamic response of the electrowetting actuation is mea-

sured by using the high-speed camera. The dielectric film for the
experiment is a 0.2 �m thick Parylene with a 200 Å thick Teflon
AF coating. The camera starts video recording triggered by the
rising/falling edge of a voltage step �from 0 V to 50 V or from
50 to 0 V�. The rise/fall time of the voltage step is �20 �s. When
the video recording speed is 10 k fps, the resolution of the camera
is limited to 256
48 pixels. As a result, only the region close to
the liquid-solid interface is recorded. In this situation, it is more
convenient and accurate to examine the contact line change than
the contact angle change. Figure 7 is the evolution of the contact
line length �or the diameter of the contact base� with time for a
350 �m dia droplet. The up-triangles are the measurements of the
rising voltage step �from 0 V to 50 V�, and the down-triangles are
the data of the falling voltage step �from 50 V to 0 V�. The rise
time of the electrowetting actuation is �0.5 ms, and the fall time
is �1 ms. For the rising voltage step, the contact line expands
from 190 �m to 290 �m. The expanding velocity of the droplet
base is 250 �m/ms at t=0 and decreases with time. Conversely,
the contact line recedes from 290 �m to 190 �m at the falling
voltage step and the expanding velocity is 200 �m/ms at t=0.

Since the capacitance formed between the droplet base and the
buried electrode is very small ��5 pF�, the electron charging time
in the electrical circuit is as fast as 0.5 ns �the serial resistance is
around 100 ��. The rise/fall time of the electrowetting actuation
is mainly determined by the droplet hydrodynamic properties
�14�. The results of dynamic response could be explained by a
molecular kinetic model �26�. During the electrowetting actuation,
the droplet is spreading or receding on a solid surface. According
to this model, the main energy dissipation of a liquid droplet
spreading on a solid surface is resulted from the molecular dis-
placements within the immediate vicinity of the three-phase con-
tact line. We can also think that the dissipation is due to the
friction between the liquid molecules and the solid surface when
there is relative movement. As discussed in Ref. �27�, the spread-
ing rate of the droplet base radius is

dr

dt
=

1

�
�lv�cos �v − cos �� �4�

where r is the radius of the drop base, � is the coefficient of
friction between the solid and the liquid per unit length of the
wetting line, and � is the contact angle at time t. Equation �4�
states that the spreading rate is proportional to the electrowetting
force �lv�cos �v−cos ��. From Fig. 7, the friction coefficient � is
calculated to be �0.35 Ns/cm2 for the case of rising voltage step
and �0.5 Ns/cm2 for the case of falling voltage step. Equation
�4� also indicates that the radius spreading rate does not scale with
the droplet dimension as long as the friction coefficient is a con-
stant. Hence, we expect that the decay time of the electrowetting
actuation decreases linearly with the droplet size if the contact
angle change is the same. Table 2 shows the rise and fall times of
the electrowetting actuation for the droplets with different diam-
eters. The contact angle change is �30 deg. As the diameter of the
droplet decreases from 820 �m to 50 �m, the rise and fall times
decrease from 1.4 ms and 2.6 ms to 0.1 ms and 0.2 ms, respec-
tively. Both of the rise and fall times are inversely proportional to
the droplet diameter, which agrees with our conclusion based on
Eq. �4�. The data also show that the fall time is usually larger than
the rise time, which is due to a larger friction coefficient at a
falling voltage step. All of the measurements are done on the
Teflon AF-coated surfaces. The second electrowetting setup of
Fig. 1�b� is used to avoid the probe effect, especially for the small
droplets.

Figure 8 shows the response to a 100 Hz, 100 V square voltage
pulse. The experiment is performed on a 1 �m thick Teflon AF-
coated Parylene film. The amplitude of the contact angle change is
�20 deg, and the height changing amplitude is �20 �m. The
evolutions of the contact angle and of the droplet height are very
similar, indicating that the height change is directly resulted from
the contact angle change. From Figs. 7 and 8 we see that the
droplet also oscillates during the electrowetting deformation,
which is illustrated by the evolutions of the contact base, contact

Fig. 7 Voltage step-response of electrowetting actuation on a
Teflon AF-coated parylene film: evolution of the contact line
length with time

Table 2 Measured rise and fall time of droplets with different
diameters

Droplet diameter
��m�

Rise time
�ms�

Fall time
�ms�

820 1.4 2.6
475 0.9 2.4
350 0.5 1.0
50 0.1 0.2

Fig. 8 Electrowetting actuation of droplet driven by a 100 Hz,
100 V square voltage pulse: The evolutions of the contact
angle „solid squares… and droplet height „open squares…
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angle, and droplet height. We have reported the observed mercury
droplet oscillation in our previous electrowetting experiments �5�.
The oscillation is underdamped, which is different from the results
of critically damped or overdamped oscillations shown in �27�.
The oscillation frequency in Fig. 8 is �667 Hz, which will be
compared to the theoretical value in the following paragraph. We
also observe in Fig. 8 that the evolution of the contact angle is
little different from the height evolution, which implies that higher
mode droplet oscillation is excited during the electrowetting ac-
tuation. To achieve a pure and stable electrowetting actuation,
these resonant frequencies should be avoided for the driving volt-
age signal. Equation �1� is only a static description of droplet
electrowetting behavior under an electrical field. The dynamic re-
sponse is closely related to the droplet natural oscillation modes.

As reported in Ref. �28�, the oscillation of a sessile liquid drop-
let is also excited in the electrowetting actuation. The oscillation
frequency of a bound liquid droplet on a flat solid surface, derived
by Strani and Sabetta �29�, is

f i =
1

2
� �

�R3�i
	1/2

�5�

where � is surface tension of liquid droplet, R is droplet radius, �
is mass density, and �i is the eigenvalue corresponding to mode i.
The relationship of the oscillation frequency versus droplet diam-
eter is plotted in Fig. 9, where we used the eigenvalues �1 and �2
from Ref. �30� for the first two modes with contact angles of
150 deg and 120 deg. As the diameter droplet decreases, the os-
cillation frequency increases dramatically. Figure 9 also shows
that the oscillation changes with the contact angle. The diameter
of this droplet is 440 �m for the experiment of Fig. 8, and the
oscillation frequency of the first mode is 410 Hz and of the second
mode is 1200 Hz ��=150 deg�. The oscillation frequency from
Fig. 8 is closer to the first mode. We need to note that the fre-
quency varies with contact angle, as shown in Fig. 9. In the case
of electrowetting actuation, the droplet is not bound on the sur-
face. The contact angle decreases and the diameter increases as
the droplet expands. The droplet oscillation excited during the
electrowetting actuation, which cannot be described by Eq. �5�, is
much more complicated and new mathematical model needs to be
established to address this motion.

6 Reliability Test
To apply the electrowetting for MEMS devices, the actuation

needs to be highly reliable. Although reversible electrowetting
actuation has been reported by many research groups �2–5�, the
long-term reliability, to our knowledge, has not yet been ad-

dressed. The reliability is investigated by applying a continuous
voltage actuation signal to the droplet. The evolutions of the con-
tact angle and of the diameter of the droplet base are recorded.
Figure 10 shows the results of a reliability test performed in a
normal air environment with a square voltage waveform �from
−80 V to 80 V� of 10 Hz. As we can see from the curve in Fig.
10�a�, the actuation amplitude �i.e., contact angle change� decays
with time. Initially, the contact angle change is 21 deg and de-
creases to 10 deg after 40 min. We also note that the contact angle
at 0 V does not change, obviously, while the contact angle at 80 V
increases with time. The curve in Fig. 10�b� shows the corre-
sponding evolution of the droplet base diameter. The base diam-
eter does not change too much at 0 V, and at 80 V, it decreases
from 187 �m to 150 �m. The droplet motion ceases after �2 hr.
We believe that there are two main reasons for the electrowetting
actuation decay and failure: charge trapping and surface degrada-
tion. The dielectric film may trap charges under a high electric
field, especially the vicinity of contact line. The air ionization also
induces the trapped charges on the surface, which may migrate
into the film. The charges can be accumulated during a continuous
pulse driving and form a trapped charge layer. As we see from Eq.
�2�, this charge layer will cancel out part of or all of the applied
electric field, which thus results in the actuation decay or case.
The effect of the charge trapping on the reliability can be verified
by comparing the results between unipolar and bipolar pulse driv-
ings. The bipolar pulse is expected to reduce the charge accumu-
lation by changing the polar of the electrical field periodically. We
found the actuation driven by a bipolar pulse lasts about two times
longer than the case of a unipolar pulse. This indicates that charge
trapping does affect the reliability. However, we think there are
some other reasons for the decay as the bipolar pulse driving
cannot dramatically improve the reliability. Since the testing is
performed in the air, the charged surfaces of the droplet and of
dielectric film will trap the dust from the air and, thus, the droplet
surface and the film surface are contaminated. We observed in the
microscope that the surface degradation first occurs at the vicinity
of the contact line. As the surface area degrades, the contact angle
hysteresis increases. Thus, the actuation amplitude decreases and
the contact line recedes. We further proved our thought by per-
forming a test in Fomblin vacuum oil. Fomblin oil has very good
insulating properties and low vapor pressure. It can prevent dust
accumulation from air and thus avoid surface degradation. More
than a million cycles of actuation have been recorded without any
measurable degradation. We expect there may be some other is-
sues beyond the charge trapping and surface degradation causing
actuation decay. A more dedicated experiment needs to be done to
explore this area and improve the electrowetting reliability.

Fig. 9 Oscillation frequency of a bound liquid droplet as a
function of the diameter

Fig. 10 Decaying of electrowetting actuation amplitude with
time: „a… contact angle and „b… droplet base diameter
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7 Conclusion
We present the results of our investigations on the electrowet-

ting actuation of mercury droplets on dielectric insulation films.
Static measurements show good agreement with electrowetting
equation at low voltages while electrowetting saturates at high
voltages. Very large contact angle change and very low actuation
voltage have been achieved. Because of the successfully devel-
oped low-hysteresis surfaces, the electrowetting actuation is
highly reversible with a long-time operation. Dynamic testing re-
sults show that a rise and fall times are inversely proportional to
the droplet diameter and can be less than 1 ms. The fast response
implies that the electrowetting can be used for high-frequency
actuation. Low voltage, large actuation amplitude, and high re-
versibility make this electrowetting a promising actuation tech-
nique for MEMS devices. A piston-motion micromirror actuated
by this mechanism was successfully demonstrated by our group.
Other MEMS devices, including a capacitive RF switch and a
reflective display device, have been investigated and demon-
strated, which are going to be reported in future publications. The
electrowetting of other liquid metals, such as gallium-indium-tin
alloy, is also under investigation. Compared to mercury, the alloy
has advantages of lower vapor pressure and nontoxicity. However,
the electrowetting experiment on liquid-metal alloy is much more
difficult since it will be oxidized in air very quickly and sticks to
most of surfaces.
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A Microfluidic Mixer Utilizing
Electrokinetic Relay Switching
and Asymmetric Flow Geometries
Performances of a hybrid electrokinetic-passive micromixer are predicted numerically.
An h/p-type spectral element method is used to simulate the mixing behavior in microde-
vices. The numerical algorithm employs modal spectral expansion in quadrilateral and
unstructured triangular meshes and provides high-order numerical accuracy. A second-
order accurate, stiffly stable integration scheme is used for temporal integration. In the
numerical technique, the electric double layer is not resolved to avoid expensive compu-
tation, rather a slip velocity is assigned at the channel surface based on the electric field
and the electroosmotic mobility. The presented hybrid mixing scheme takes advantages of
mixing enhancements induced by asymmetric flow geometries and electrokinetic relay
actuation. Effects of relay frequency, applied electric potential, channel width, and chan-
nel geometry on micromixing have been conducted. Numerical results show that electro-
kinetic relay at an appropriate frequency causes effective mixing. Moreover, asymmetric
flow geometries and narrow channel width are critical for ultraeffective mixing. The
proposed hybrid mixing scheme not only provides excellent mixing within very short time,
but also can easily be integrated with microdevices for “lab-on-a-chip” applications
because there is no need of any external mechanical pumps. �DOI: 10.1115/1.2436578�

Keywords: electrokinetic flow, hybrid mixing, microfluidic, zeta potential

1 Introduction
Mixing of liquid samples is an important task in microfluidic-

based biological and chemical systems, such as “lab-on-a-chip” or
micro-total-analysis-systems ��TAS� applications. Rapid mixing
permits quick processing and analysis of samples and, hence, al-
lows a high throughput system. However, fast mixing in micro-
channels has been a challenging problem. Because of the nature of
laminar flow in the microscale, mixing is mainly dominated by
diffusion. In the absence of any turbulence, it is difficult to im-
prove the mixing simply through diffusion. In particular, for large
molecules, such as DNA and proteins, the diffusion coefficients
are on the order of 10−10 m2/S or less. Hence, the resulting mix-
ing time and the mixing length can both be prohibitively long and
impractical. A highly efficient micromixer that permits fast mixing
is greatly expected to benefit a number of critical applications,
such as DNA hybridation, cytometric analysis, and immunoas-
says.

Existing micromixers fall into two categories: active mixers and
passive mixers. Passive mixers have been studied extensively be-
cause of the advantages of low cost, ease of fabrication, and no
need for additional power input. Passive mixers have no moving
parts and achieve mixing by virtue of their structure or topology
alone. Using passive structures, the fluids are forced to change
directions, split, or reunify to increase the contact areas of sub-
streams �1–4�. As the microchannel dimensions are scaled down
to smaller values, larger flow impedance will be generated that
requires higher pump power. Thus, most passive mixers reported
thus far only show relatively high mixing efficiency at a low flow
rate. Recently, a rotation mechanism has been introduced to in-
crease the contact area by utilizing three-dimensional �3D� serpen-
tine microchannel and bias-relief structures �5,6�. In spite of high

mixing efficiency at high flow rates, the complex 3D structures
are hard to fabricate and create large flow impedances.

Active mixers can produce excellent mixing by using external
energy. A variety of active chaotic mixing schemes has been ap-
plied to microfluidic devices to enhance the micromixing effi-
ciency. These schemes include electrokinetic mixing �7–9�, ultra-
sonic excitation �10�, magnetic stirring �11�, thermal bubble
mixing �12�, magnetic beads excitation �13,14�, dielectrophoretic
mixing �15�, bubble acoustic agitation �16�, shear superposition
micromixer �17�, etc. Among them, electrokinetic mixing is a fa-
vorable mixing scheme for ease of manufacturability and simplic-
ity. Another advantage is that electrokinetic mixing scheme can be
easily integrated into the microfluidic chips. Furthermore, there is
no penalty of dramatic pressure drop with electrokinetic driven
flow. Recently, He et al. �18� reported a micromixer based on flow
splitting and a lateral transport mechanism under electroosmotic
flow at a low flow rate. Johnson et al. �19� presented a
T-microchannel with ablated walls for improving mixing effi-
ciency over a broad range of electroosmotic flow rates.

Although passive mixing and electrokinetic relay mixing are
efficient mixing schemes, if one mixing mechanism is used indi-
vidually, it cannot meet the requirements in some biochemical
analysis for �TAS applications because the mixing times are in
the order of seconds, especially at large flow rates. In this paper, a
numerical study is presented for a hybrid rapid micromixer. The
proposed hybrid micromixer takes advantages of both mixing en-
hancements induced by asymmetric serpentine structures and the
electrokinetic relay actuation. In order to obtain the high mixing
performance, the effects of microchannel geometry, electrokinetic
relay frequency, and electric field strength on mixing performance
are investigated systematically.

The rest of the paper is organized as follows. In Sec. 2, the
micromixer design is introduced. In Sec. 3, the mathematical
model for the electrokinetic relay mixing is presented along with
underlying assumptions and approximations. Next, the numerical
algorithm used to compute the electric field, velocity field, and
concentration in the microfluidic mixer is discussed. In Sec. 5,
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simulation results are provided for electrokinetic relay mixer and
hybrid mixer. Finally, a summary and conclusions of this numeri-
cal work are presented.

2 Micromixer Design
Figure 1�a� shows the schematic view of a Y-form electroki-

netic micromixer considered in this study. Two different fluids are
periodically pumped into the mixing chamber through two
branches of Y-channel. Inlet 1 brings buffer solution of scalar
concentration C=0, and inlet 2 feeds sample solution of scalar
concentration C=1. In this study, an electrokinetic pumping
mechanism is used to drive the fluid from inlet reservoirs to outlet
through the mixing chamber. In order to obtain electrokinetic re-
lay effects, the externally applied electric potentials at inlets 1 and
2 are set as

�1 = �s + m�t��a �1�

�2 = �s + �1 − m�t���a �2�

where �s and �a are the steady and alternating parts of the exter-
nally applied electric potential, respectively. The time-dependent
parameter m�t� is given as

m�t� = 0, if sin��ft� � 0 �3�

m�t� = 1, if sin��ft� � 0 �4�

In this paper, we set Lx=200 �m, L=1000 �m, and �=30 deg.
The channel width �W�, applied electric potentials ��s and �a�,
and relay frequency �f� are varied from case to case. The width of
each inlet channel is one-half of the width of mixing channel. To
further intensify the mixing, asymmetric serpentine structures are
placed into the mixing channel, as shown in Fig. 1�b�.

3 Mathematical Model
Electroosmotic flow is the bulk motion of an electrolyte solu-

tion under the action of an electric field. When an electrolyte
comes in contact with a channel �dielectric� surface, the surface
generally acquires net surface charges due to ionization, ion ad-
sorption, or ion absorption. These surface charges influence the
distribution of counterions close to the surface, and form an elec-
tric double layer �EDL� adjoining to the surface. The extent of
EDL depends on the ion concentration in the electrolytes and is

normally characterized by the Debye layer thickness ���. For ex-
ample, ion concentration of 1 mM and 100 mM corresponds to
Debye length thickness of 10 nm and 1 nm, respectively. If an

external electric field, E� =−��, is applied along the channel sur-
face by setting electric potential ��� at end reservoirs, there will
be net movement of electrolyte due to the formation of an elec-
trokinetic body force. The governing equations for ionized incom-
pressible flow with electrokinetic body forces are given by the
continuity and Navier-Stokes equations �20�

�u

�x
+

�v
�y

= 0 �5�

�f� �u

�t
+ u

�u

�x
+ v

�u

�y
� = −

�P

�x
+ �� �2u

�x2 +
�2u

�y2� + �eEx �6�

�f� �v
�t

+ u
�v
�x

+ v
�v
�y
� = −

�P

�y
+ �� �2v

�x2 +
�2v
�y2� + �eEy �7�

where u is the streamwise velocity, v is the cross-stream velocity,
� f and �e are the fluid density and electric charge density, respec-
tively, t is the time, P is the pressure, and � is the viscosity. The
externally applied electric potential ��� is governed by the charge
conservation equation

�

�x
�	

��

�x
� +

�

�y
�	

��

�y
� = 0 �8�

where 	 is the electrical conductivity of fluid. The electrokinetic
potential distribution �
� due to the presence of EDL is related to
electric charge density ��e� by the Poisson equation �20�

�2


�x2 +
�2


�y2 = −
�e

�
= −

e�n+z+ + n−z−�
�

�9�

where e is the electron charge, z is the valence, n is the ion density
�concentration�. For a symmetric, dilute, and univalent electrolyte
�z+=−z−=z�, the charge density can be expressed as �21�

�e = − 2ezn0 sinh� ez


kBT
� �10�

where kB is the Boltzmann constant, T is the absolute temperature,
and n0 is the ion concentration at the bulk region.

The scalar transport �concentration� equation for the mixing
fluids can be given as

�C

�t
+ u

�C

�x
+ v

�C

�y
= D� �2C

�x2 +
�2C

�y2 � �11�

where C is the concentration of species �sample or buffer� and D
is the mass diffusion coefficient of the species.

The aforementioned mathematical model is based on a number
of assumptions and approximations. First, fluids �both sample and
buffer� are incompressible and Newtonian. Fluid properties, such
as viscosity, permittivity, and electric conductivity, are indepen-
dent of local and overall electric field strength. Moreover, ion
convection effects are negligible; thus, the Poisson-Boltzmann
equation is valid. Second, there is no gravitational effect, and no
chemical reaction between species is considered. Third, tempera-
ture variation due to Joule heating is negligible. This can be jus-
tified for low electric field ��500 V/cm� cases investigated here.
Fourth, species concentrations remain unaffected by the elec-
tromigration.

In this study, we have considered a two-dimensional �2D� �spa-
tial� model to quantify the mixing efficiency in the microchannel.
It is assumed that the variation of dependent variables in channel
height direction is negligible. Note that the 2D assumption is com-
monly adopted in modeling of electroosmotic flow �22,23�. Patan-
kar and Hu �24� verified the validity of this assumption in elec-
troosmotic flow by comparing two- and three-dimensional

Fig. 1 Schematic diagram of „a… electrokinetic relay micro-
mixer and „b… hybrid „electrokinetic asymmetric structure…
micromixer
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models. Moreover, Lin et al. �25� have shown that 2D numerical
model can effectively predict the electrokinetic mixing phenom-
ena observed �experimentally� in microchannels. However, the 3D
effect might be present in the hybrid micromixer due to the pres-
ence of serpentine structures.

4 Numerical Model
The electrokinetic velocity field and concentration distribution

in the micromixer can be obtained by solving Eqs. �5�–�11� with
appropriate boundary conditions. However, the direct solution of
the coupled system will be extremely expensive �computationally�
due to different length scales associated with microfluidic devices.
Generally, microfluidic channels are 1–10 �m thick, 10–500 �m
wide, and 1–5 cm long. In addition to the diverse spatial length
scales, the EDL thickness ranges between 0.1 nm and 10 nm. The
complete numerical solution of electrokinetic flows were pre-
sented in �24� based on the Debye-Huckel approximation. Later,
Dutta et al. presented the steady electroosmotic flow in 2D planar
geometries using spectral element method �26�. In that study, they
have resolved the EDL for dilute electrolytes where the channel
height was two orders of magnitude higher than Debye length ���.
However, in most microfluidic devices, the ratio of channel height
to Debye length ranges between 103 and 105. Therefore, device
level simulation will be computationally expensive, if one would
like to resolve all length scales appropriately. The computational
effort of electrokinetic flow can be minimized considerably by
introducing an effective slip velocity at the channel wall �21�. This
slip velocity captures the thin EDL effects on the fluid flow. This
concept has been reported recently in a number of numerical
works to study electrokinetic flow injection �22�, electrokinetic
flow control �27�, etc. Thus, in this study the flow field is obtained
from the continuity and Navier-Stokes equations under effective
slip velocity conditions without considering the body force terms

��eE� �.

4.1 Boundary Conditions. The external electric potential dis-
tribution ��� is obtained from Eq. �8�, which is subjected to insu-
lating boundary conditions ��� .n� =0� on the channel surfaces.
The insulating boundary condition at the channel wall is justified
for the microfluidic chip because silicon, glass, poly-di-methyl
siloxane �PDMS�, or other insulating material is used as channel
wall. The electric potentials at the inlet reservoirs are obtained
from Eqs. �1�–�4�, while the exit reservoir is connected to a
ground ��=0�. In our numerical formulation, the time-dependent
boundary conditions provide unsteady electric field at every time
step.

For electrokinetic relay actuation, the velocity at the slip plane
is specified as

V� = �−
�

�

��

�l
,0� �12�

where l is the direction tangent to the channel wall and  is the
zeta potential. For simplicity,  is assumed constant along the
channel wall. The velocities at the exit reservoir are set as fully
developed ��u /�x=0 and �v /�x=0�. In solving velocity field,
pressure is maintained atmospheric at both inlet and exit reser-
voirs. That means fluid flow is entirely driven by the electrokinetic
effects. Hence, the mixing performances presented in this study
are for different electric potentials. Finally, to solve Eq. �11�, the
dimensionless species concentration is set at 0 and 1 for inlets 1
and 2, respectively, while the outlet condition is �C /�x=0.

4.2 Numerical Scheme and Accuracy. An h/p-type spectral
element method is used to calculate electric potential ���, velocity

fields �V� �, and species concentration �C� in the micromixer. The
numerical algorithm employs modal spectral expansion of Jacobi
polynomials in quadrilateral and unstructured triangular meshes
�28�. Thus, we can discretize the complex engineering geometry

with great flexibility due to the unstructured grid and can still
maintain the high-order numerical accuracy. Time integration is
performed by a second-order accurate, stiffly stable integration
scheme. Details of the numerical scheme and convergence results
were presented in �26,29,30�, and hence, those will not be re-
peated here.

In the numerical simulation of 50 �m wide micromixer, 250
elements �50 elements in the streamwise direction and 5 elements
in the cross-stream direction� are used in the active part of the
mixer. This corresponds to �x=20 �m and �y=10 �m for h-type
discretization. For 100 �m and 300 �m wide channel, the number
of h-type elements in the cross-stream direction is increased to 10
and 30, respectively. By keeping the elemental discretization �h-
type� of the domain fixed, the p-type refinement is employed by
increasing the expansion order of polynomial within each ele-
ment. One of the main features of this algorithm is the exponential
decay of discretization errors on p-type refinement for a suffi-
ciently smooth problem. Since we do not have analytical expres-
sions for velocity and concentration fields presented in this study,
p-type refinement is used to obtain grid-independent results. For
electrokinetic relay mixing, the time accuracy is also very impor-
tant for the simulation results. The h/p-type spectral algorithm
also reduces the dispersion errors for long-time integration of
transient problems �28�. In a previous study, it has been reported
that this algorithm is second-order accurate in time for reciprocat-
ing flow forced convection �29�. For our numerical work, the grid-
independent results are obtained at modal expansion order N=9
for �t=10−4 s.

5 Results and Discussion
In this section, we present the mixing performances of an elec-

trokinetic relay micromixer without and with serpentine channel
structures. Parameters considered in this numerical work are chan-
nel width, applied electric field, and relay frequency. Numerical
results are obtained based on a 2D model where the variation in
the height direction is neglected. The ionic concentration consid-
ered in this study is in the range between 10 mM and 100 mM,
which corresponds to Debye length of 3 nm and 1 nm, respec-
tively. Therefore, the slip �velocity� boundary condition is justified
for high ionic concentration solution. Properties of water ��
=1000 kg/m3 and �=0.001 Kg/m s� are used for momentum
equations as the thermodynamic properties of sample and buffer
used in various bioanalytical processes are very similar to water.
The simulation results presented here are performed for =
−60 mV. This value was chosen based on experimental results in
poly-di-methyl siloxane �PDMS� microchannel. Experimental re-
sults show that the zeta potential of PDMS microchannel varies
between −25 mV and −80 mV, depending on the charge state and
ionic concentration of buffer solution �31�. In this numerical
study, species are considered to be electrically neutral. Hence,
they do not alter the electrokinetic effects within the micromixer.
For the concentration equation, D=10−10 m2/s ��r=80 and Sc
=104� is used in order to obtain appropriate molecular diffusion
effects in the species transport equation. In the numerical simula-
tion, it is assumed that at t=0, the inlet channels 1 and 2 are filled
with the buffer solution and the sample solution, respectively,
while the rest of the mixing channel is filled with buffer solution.

To evaluate the mixing rate at a particular cross section, a pa-
rameter called mixing efficiency ��� is defined as the following:

� =�1 −

�
−W/2

W/2

	C − C�	dy

�
−W/2

W/2

	C0 − C�	dy
 � 100% �13�

where C is the concentration distribution in the lateral direction,
C� is the concentration at the ideal �complete� mixing at outlet
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�which is 0.5 for our case�, and C0 is the concentration at the
inlets for completely unmixed buffer or sample �0 or 1�.

5.1 Effects of Channel Width. In this section, numerical
simulations are performed to study whether the channel width has
an effect on the mixing efficiency. Three micromixers of various
channel widths �50 �m, 100 �m, and 300 �m� are considered.
The applied potentials are fixed as �s=20 V and �a=20 V. To
study the channel width effect, three relay frequencies, f =0 Hz,
f =5 Hz, and f =10 Hz, are used. Figures 2�a�, 2�b�, and 2�c� show
the numerical solution of the mixing efficiencies at the outlet �x
=1000 �m� when channel width is 50 �m, 100 �m, and 300 �m,
respectively. For no actuation case �f =0 Hz�, the electrical poten-
tial at both inlets is 40 V. In this case, the mixing efficiency at the
channel outlet is 39.2% when the channel width is 50 �m, while
this value reduces to 19.6% and 6.6%, respectively, for channel
widths of 100 �m and 300 �m. Although the application of an
electroosmotic relay loading �f =5 Hz� helps improve mixing ef-
ficiency for all three micromixers, the mixing efficiency of the
50 �m wide channel is still higher than those of W=100 �m and
300 �m. Similar mixing tendency is observed for the 10 Hz relay
frequency. Note that the mixing efficiency curves at f =5 Hz are
oscillatory because the alternative loading of two fluids formed
banded structures. However, for 10 Hz relay frequency, the mix-
ing becomes stable at the outlet for all three channel widths con-
sidered here. The data show that a micromixer with a smaller
channel width has a higher mixing efficiency than that of a larger
channel width. This is because one fluid can be impinged into and
mixed with the other fluid more efficiently when the channel
width becomes smaller. This can be seen from the concentration
contour of three micromixers shown in Fig. 3, when the mixing
reached stable state at the outlet. Figures 3�b� and 3�c� show the
contour plots of the three micromixers at f =5 Hz and 10 Hz,
respectively. The blue color �dark gray� represents the concentra-
tion of buffer solution, and the pink color �light gray� represents
the concentration of the sample solution. For comparison, the con-
centration contour of no-relay case �f =0 Hz� is also presented in
Fig. 3�a�. In this case, the micromixing is completely dependent
on diffusion. The mixing efficiency in the 300 �m wide micro-
mixer is the lowest among three because the diffusion length is
longer than the other two micromixers.

The above numerical results imply that the maximum efficiency
will be obtained if we design a micromixer with a smaller channel
width. However, a decrease in channel width will impact the mix-
ing capacity of the micromixer �flow rate of the micromixer�. For
the three micromixers studied here, assuming the electric field is
kept the same, numerical results show that the outlet velocity
�and, hence, the volume flow rate� of the micromixer is reduced
84% as the channel width is decreased from 300 �m to 50 �m.
The channel width will also cause the shift of the optimal relay
frequency, a frequency at which the maximum mixing efficiency
occurs. As shown in Fig. 2, the maximum mixing efficiencies
occurs at f =10 Hz for W=50 �m, and 100 �m, while for W
=300 �m, the maximum mixing efficiency takes place at around
f =5 Hz. Therefore, the numerical results suggest that a large
channel width shifts the optimum relay frequency to a lower value
at which fluids can be mixed more effectively. This effect will be
discussed in more detail in Sec. 5.2.

5.2 Effects of Relay Frequency. In electrokinetic mixing, al-
ternating electrokinetic sample loading facilitates larger interfacial
surface areas between two fluids by stretching/folding streamlines
and forming cellular structures of alternating fluids. Hence, the
relay frequency is one critical factor affecting the mixing. Seven
different relay frequencies are considered to optimize the mixing
performance in a 50 �m wide electrokinetic micromixer. The ap-
plied potentials are fixed as �s=20 V and �a=20 V for f
�0 Hz, while electric potential is 40 V at both inlets for f
=0 Hz. The mixing efficiencies at channel outlet �x=1000 �m�

predicted by the numerical scheme are presented in Fig. 4�a�. For
no actuation case �f =0 Hz�, where both fluids are loaded simul-
taneously, the mixing efficiency is only 39.2%. Numerical results

Fig. 2 Effects of microchannel width on mixing efficiency at
the micromixer outlet „x=1000 �m… under different relay fre-
quencies for �a=20 V and �s=20 V: Case „a… Pe=510, W
=50 �m; „b… Pe=1028, W=100 �m; and „c… Pe=3208, W
=300 �m
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also show that at low relay frequencies �f =2.7 Hz�, the mixing
efficiency is quite oscillatory, ranging from 6.1% to 92.3%. This is
because at a low relay frequency, the channel width is primarily
flooded by one fluid before the electrical signal is switched to the
other fluid. Thus, a wide-banded composition structure is created
and the mixing frequency curve has a zigzag shape, implying a
uniform mixing cannot be achieved within limited time and
length. These findings are consistent with results of Tang et al.
�27�, which predicted similar banded structures at low relay
frequencies.

Thus to reach efficient mixing, the electrical potential has to be
switched at a higher frequency to avoid formation of banded
structure. At f =5 Hz, the mixing efficiency oscillates between
53.1% and 88.7% indicating the mixing is not yet stable. Figure
4�a� shows that at a relay frequency of f =8 Hz and 10 Hz, the
mixing efficiency reaches 82.0% and 78.1%, respectively, and the
mixing becomes stable. However, if the relay frequency is too
high, one fluid cannot be impinged into the other fluid within a
very short time period before the potential �voltage� signal is
switched. This explains why a very high frequency �f �14.3 Hz�
is not as efficient as f =8 Hz. Figure 4�b� illustrates the above
phenomenon at location x=300 �m. The oscillation of mixing
efficiency is obvious at low frequencies, i.e., f =2.7 Hz and f

=5 Hz since the banded structures have been formed. It is worth
mentioning that in the absence of an electrokinetic relay mecha-
nism �f =0 Hz�, the mixing efficiency at x=300 �m is only
21.7%.

Assuming the goal of the device is to obtain maximum mixing
of sample and buffer solutions, an appropriate relay frequency
�the optimum relay frequency� would be necessary to increase the
interfacial areas of two fluids without forming cellular structures.
There are two factors that affect the maximum frequency: the
impingement velocity and the channel width. The former is deter-
mined by the applied electrical field. Since the impingement ve-
locity cannot be obtained directly, the average channel outlet ve-
locity �U� is normally used to get an approximate optimum relay
frequency fm as �27�

fm =
U

W/sin �
=

U sin �

W
�14�

where � is the Y-channel angle, and �W / sin �� represents the
travel length of impingement flow across the channel. Tang et al.
pointed out that when actual relay frequency is much less than fm
�f �0.1fm for a case of �=90 deg�, the cellular structures are
formed in the microchannel �27�. In order to remove the cellular
structures, the relay frequency should be increased close to fm.

The average mixing efficiency at the outlet of micromixers for

Fig. 3 Concentration contour for three electrokinetic micro-
mixers presented in Fig. 2, under three relay frequencies „a… f
=0 Hz „b… f=5 Hz, and „c… f=10 Hz. Mixing performances are
presented 2 s after the initiation of electric field.

Fig. 4 Mixing efficiency for electrokinetic relay micromixer „a…
at the micromixer outlet „x=1000 �m…; „b… at an intermediate
location „x=300 �m… under different relay frequencies. Here,
�s=20 V, �a=20 V, and Pe=510.

Journal of Fluids Engineering APRIL 2007, Vol. 129 / 399

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



different electroosmotic relay frequency is presented in Fig. 5.
Numerical results of optimal relay frequency appear consistent
with Eq. �14�. Note that the optimum relay frequency is defined as
the frequency for which the average mixing efficiency is the maxi-
mum. The average mixing efficiency is calculated by integrating
mixing efficiency over a relay cycle, i.e., �̄=�1

t1+T��t�dt /T, where
T=1/ f , t1 is an arbitrary moment after a repeatable fluid pattern is
reached. The error bars in Fig. 5 indicate the oscillation range of
the mixing efficiency. The optimum relay frequency provided by
the numerical scheme for the cases of W=50 �m and W
=100 �m, as shown in Fig. 5, is 8 Hz and 5 Hz, while Eq. �14�
suggests 10.2 Hz and 5.2 Hz. For W=300 �m, the numerically
predicted optimum relay frequencies ��3.3 Hz� appears to have a
slightly larger derivation from the prediction by Eq. �14�. It is
obvious that the increase of channel width reduces the mixing
efficiency and shifts the optimal relay frequency to low level. It
can be also predicted from Eq. �14� that the application of a lower
electrical field will shift the optimal frequency to low level be-
cause it reduces the impingement velocity. Figure 6 shows the
mixing efficiency dependence on Strouhal number �St=Wf /U
= �f / fm�sin �� in electrokinetic relay mixing without any serpen-
tine structure. The solid line is based on a fifth-order polynomial
curve fit of the numerical data points. It is obvious that the maxi-
mum mixing efficiency occurs at St=sin �0.5. We should note
here that Eq. �14� only provides a rough prediction of optimum
frequency for electrokinetic relay micromixers without passive
structures. It cannot be applied to a micromixer with complicated
geometries because of the complex flow patterns inside the chan-
nel, which prevents the formation of cellular structures. The chan-
nel geometry might affect the electric field, the impingement flow
velocity, and travel length, and hence, the optimum frequency.
Further study needs to be done to provide a more accurate formula
of the optimal frequency by considering the above issues.

5.3 Effects of External Electrical Potential. Here, both flu-
ids are driven by the electrokinetic body forces, and no external
pressure head is applied in this micromixer. In the electrokinetic
micromixer, the effect of externally applied electric potentials is
very significant because external electric fields determine the
amount of liquid pumped through particular flow geometry. To
investigate the effects of externally applied electric potential, we
have varied the value of both steady ��s� and fluctuating ��a�

parts for a 50 �m wide electrokinetic micromixer. Figures 7�a�
and 7�b� show the mixing performance at different electric field
strengths at x=1000 �m and x=300 �m, respectively. In order to
obtain the optimum mixing performance, effects of electrokinetic
relay frequencies are also presented in Fig. 7. For a particular
electrokinetic relay frequency, electric field cases with no steady
component ��s=0� generates a slightly higher mixing efficiency.
This is because part of the flow from one inlet channel �Y-branch�
enters into the other inlet channel �Y-branch� due to potential dif-
ference, and this facilitates mixing even in the branch channels. In
other words, in the absence of a steady potential component, two
fluids started interacting with each other in the branch channels.
However, the early mixing created in the branch channels slows
down the fluid entering the mixing channel. As a result, it requires
more mixing time to reach a stable mix than that of the other case
presented here. In both figures, mixing efficiency curve at f
=0 Hz ��1=40 V and �2=40 V� is included. It is obvious that
electroosmotic relay driving with appropriate relay frequency �f
10 Hz, St=0.49� enhances micromixing. Note that the electrical
potential will also affect the optimum rely frequency in terms of
affecting the fluid velocity in the microchannel.

5.4 Hybrid Micromixing Schemes. Although electroki-
netic micromixer has demonstrated mixing ability with self-
sustained pumping, the overall mixing efficiency is relatively low
��80% � for the case presented in this study. There are several
factors contributing to this low mixing performance. First, while
the electrokinetic relay mechanism stretches the fluid streams to
increase the interfacial surface area, its influence is limited in the
contact regions of two fluids near the entrance. Second, at the
downstream of the micromixer, because the velocity in the y di-
rection is negligible, chaotic advection that distorts and elongates
fluid interface is missing. Third, without chaotic advection, mass
diffusion is restrained due to limited interfacial area between two
fluids. One way to induce advection is to introduce “complicated”
structures in the mixing channel.

In order to reach a high mixing efficiency ��95% �, asymmetric
serpentine structures are introduced in the mixing chamber as
shown in Fig. 1�b�. Like the electrokinetic micromixer, the main
driving mechanism is alternating electrokinetic forces. This par-
ticular design is introduced to bring in chaotic advection and force
the fluid to change its directions dramatically to induce efficient
mixing. Note that the entry region of the micromixer is adopted to
keep the flow rate of two inlets approximately the same. The
numerical results of concentration distributions in hybrid micro-
mixer are presented in Fig. 8�a� for an electrokinetic relay fre-

Fig. 5 Average mixing efficiency at the micromixer outlet for
different electroosmotic relay frequency. Here �s=20 V and
�a=20 V. The error bars indicate the oscillation range of the
mixing efficiency. The data points on the curves are the aver-
age values calculated by integrating mixing efficiency over a
relay cycle. The optimum frequency for 50 �m, 100 �m, and
300 �m wide micromixers are 8 Hz, 5 Hz, and 3.3 Hz,
respectively.

Fig. 6 Mixing efficiency variation with Strouhal number „St….
For the current micromixer „�=30 deg…, the optimum efficiency
takes place at StÉ0.5.
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quency of 10 Hz. Here the dimensions of the channels are W
=50 �m, Lx=200 �m, L=1000 �m, �=30 deg, and Wa
=12.5 �m. The alternating component of electric potential is set
at 20 V and the steady component of electric potential is fixed at
20 V. The blue color �dark gray� represents the concentration of
buffer solution and the pink color �light gray� represents the con-
centration of the sample solution. Like previous cases, at time t
=0, inlet channels 1 and 2 are filled with the buffer �blue� and the
sample �pink� fluids, respectively �not shown in Fig. 8�, while the
rest of the mixing chamber contains buffer. To compare the mix-
ing process, the concentration contour for electrokinetic relay mi-
cromixer without asymmetric serpentine structures is also pre-
sented �Fig. 8�b�� for the same frequency �f =10 Hz�.

In the electrokinetic relay micromixer, mixing starts happening
at t�0 due to selective pumping of sample and buffer. As shown
in Fig. 8�b�, starting at t=0.4 s, stable mixing is achieved in the
middle of the channel, and the mixed fluid starts to fill in the
downstream section. The mixing condition in the absence of relay
frequency is also presented in the last row in Fig. 8�b�. It is obvi-
ous that in the absence of electrokinetic relay loading, the mixing
is dominated by the diffusion and the mixing performance is low.
On the other hand, in the hybrid micromixer �see Fig. 8�a��, a
complete mixing can be achieved rapidly due to the presence of
asymmetric serpentine structures. In the hybrid micromixer, the

flow begins to mix at t=0.025 s. At t=0.4 s, the mixing front
enters the straight part of the micromixer and efficient mixing is
developed �Fig. 8�a��. At t=0.8 s, the microflow is already highly
mixed at x=300 �m. The average mixing efficiency reaches
84.9% at this position. At x=500 �m, this number becomes
95.6%. Starting from t=0.8 s, the highly mixed flow begins to fill
in the rest of the channel. Eventually, a completely mixed flow is
developed in the downstream and the mixing efficiency reaches
98.6% at the channel outlet. However, in the absence of electroos-
motic relay driving, a relatively low mixing efficiency of 82.0% is
obtained. The mixing performances at x=1000 �m and at x
=300 �m are presented in Figs. 9�a� and 9�b�, respectively. These
results indicate that the hybrid micromixing scheme, which uti-
lizes electroosmotic relay driving and asymmetric serpentine
structures, offers a highly efficient and stable mixing within a very
short time.

6 Summary and Conclusions
Effective mixing of liquids is essential in many applications,

such as drug delivery, DNA analysis/sequencing, pheromone syn-

Fig. 7 Effects of applied electric potential on mixing efficiency
„a… at the micromixer outlet „x=1000 �m… and „b… at an interme-
diate location „x=300 �m… under different relay frequencies.
Here, Pe=510.

Fig. 8 Concentration contour for „a… the hybrid micromixer
and „b… the electrokinetic micromixer at different times. The
corresponding micromixer design is presented in Figs. 1„b…
and 1„a…, respectively. Here, �s=20 V, �a=20 V, and Pe=262
and 510 for the electrokinetic and hybrid micromixers,
respectively.

Journal of Fluids Engineering APRIL 2007, Vol. 129 / 401

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



thesis in microbioreactors, and biological/chemical agent detec-
tions. Rapid mixing can reduce the analysis time and permit high
throughput in lab-on-a-chip devices. For rapid mixing of liquids, a
Y-form hybrid electrokinetic-passive micromixer is presented.

The effects of various design parameters, such as channel
width, relay frequency, external electric potential, and asymmetric
serpentine structures, have been studied. In an electrokinetic mi-
cromixer, the critical �optimum� relay frequency depends on the
channel width and the applied electric potential. For a wider mi-
crochannel, the maximum efficiency is obtained at relatively low
actuation frequency, while the optimum relay frequency obtained
from numerical prediction is relatively high for a narrower chan-
nel. Moreover, for a particular relay frequency, the mixing perfor-
mance is better if the channel width becomes smaller. Simulation
results also show that the mixing performance is slightly better if
the steady component of electric potential is zero. In this case, the
mixing originates at the branch channel. However, this case takes
longer to reach a stable mixing state.

Numerical results also illustrate that pure electrokinetic relay
actuation is not enough for a complete micromixing within a short
distance and time. In a hybrid micromixer, the asymmetric serpen-
tine structure plays an active role in ultrafast mixing within a short

distance. With this hybrid micromixer, a very high mixing effi-
ciency �95.6%� can be reached within 1.0 s at x=500 �m for a
50 �m wide channel. However, passive serpentine structures in-
duce flow impedance and reduces the flow velocity in the micro-
mixer. For the same applied potentials, the flow velocity in the
hybrid micromixer is only 51% of that of an electrokinetic micro-
mixer.
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Nomenclature
C � dimensionless concentration
D � mass diffusivity, m2/s
e � electron charge, C

E� � electric field, V/m
f � relay frequency, Hz

kB � Boltzmann constant, J/K
l � direction tangent to the channel wall

L � length of the mixing chamber, �m
Lx � length of the inlet channel, �m
m � alternating parameter

n+ /n− � ion density of positive or negative charges
P � pressure, N/m2

Pe � Peclet number, UW /D
Re � Reynolds number, UW /v
Sc � Schmidt number, v /D
St � Strouhal number, fW /U

t � time, s
T � temperature, K
u � streamwise velocity, �m/s
U � streamwise velocity at channel outlet, �m/s
v � cross-stream velocity, �m/s

W � width of the microchannel, �m
Wa � width of asymmetric structures, �m

x � x position of the coordinate system, �m
y � y position of the coordinate system, �m

z+ /z− � valence of positive or negative charges

Greek Letters
� � permittivity, F /m

�r � relative permittivity
� � external electric potential, V

�1 � electric potential at inlet 1, V
�2 � electric potential at inlet 2, V
� � mixing efficiency
� � dynamic viscosity, kg/m s
� � Debye length, nm
� � angle of Y-channel, degree

�e � electric charge density, C/m3

� f � density of the fluid, kg/m3

	 � electrical conductivity, 1 /� m

 � electrokinetic potential, V
 � zeta potential, mV

Subscripts
a � alternating component
e � electric
f � fluid
o � bulk region or inlets
s � steady component

� � complete mixing state
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The potential for miniaturization of analytical devices made possible by advances in
micro-fabrication technology is driving demand for reliable micropumps. A wide variety
of micropumps exist with many types of actuating mechanisms. One such mechanism is
electrohydrodynamic (EHD) forces which rely upon Coulomb forces on free charges
and/or polarization forces on induced dipoles within the liquid to induce fluid motion.
EHD has been used to pump liquid phases and to displace gas–liquid interfaces for
enhanced boiling heat transfer as well as to displace gas/vapor bubbles. A novel concept
for using EHD polarization forces to deflect a stationary meniscus in order to compress
and pump a gaseous phase is described. The pumping mechanism consists in alternative
compression of two gas volumes by continuous deflection of the two pinned menisci of an
entrapped liquid slug in an electric field. Using the Maxwell stress relations, the electric
field strength necessary to operate the pump is determined. The operational limits are
determined by analyzing the stability limits of the two menisci from inertial and viscous
standpoints, corroborated with the natural frequencies of the gas–liquid interfaces.
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1 Introduction

The need to develop reliable micropumps is continuously grow-
ing as microfabrication technology has made the miniaturization
of analytical devices possible. Applications such as the autono-
mous chemical/biological detection system Micro-Chem-Lab de-
veloped at Sandia National Laboratories �1�, in vivo organ process
monitoring and diagnostics, and hand-held pollution monitoring
systems are only a few examples from a large variety of mini-
instruments that require micropumps.

There are a variety of micropump technologies which can be
grouped into two distinct categories, displacement, and dynamic
pumps. In the first category, and perhaps the most extensively
researched, lie reciprocating displacement �diaphragm� micro-
pumps, using various displacement mechanisms such as piezo-
electric �2–4� and thermo-pneumatic with phase change �5,6� or
without �7,8�. The electrohydrodynamic �9–12� and electro-
osmotic �13–15� pumps lie in the second �dynamic� category
�9–12�.

In terms of output flow rates and pressure generation, displace-
ment �diaphragm� micropump models perform well, making the
manufacturing process and their operational nature decisive fac-
tors when selecting a pump for a certain application. The
electrohydrodynamic/electroosmotic micropumps tend to have a
simpler design and are easily controllable while the diaphragm
micropumps have more complicated actuation mechanisms and
are exposed to fatigue stresses. On the other hand, the magnitude
of the electric field necessary to operate an electrohydrodynamic/
electro-osmotic micropump is an important factor when choosing
a dynamic model and also the occurrence of electrolytic gas at the
electrodes and significant Joule heating in some cases must be
taken into account. An exhaustive review of micropumps is pro-
vided by �16�.

2 EHD Menisci Pump
Research on electrohydrodynamic �EHD� enhanced heat and

mass transfer has traditionally been focused on industrial applica-
tions, such as evaporators and condensers �17–21�. The applica-
tion of EHD to heat and mass transfer problems continues to show
promise in industrial applications where special requirements and
restrictions are imposed but enhanced transport is required. One
example is in a microgravity environment where single-phase liq-
uid or two-phase liquid–vapor transport is required with high re-
liability and little or no vibrations �22�. EHD offers advantages
over more traditional pumping mechanisms by virtue of the ability
for rapid control, a simple, nonmechanical design with high reli-
ability, suitability for harsh environments, and applicability to
both single-phase and multiphase flows �23�.

EHD pumping is divided into two principle mechanisms; Cou-
lomb forces acting on free charges and polarization forces due to
induced dipoles. EHD Coulomb-type micropumps have used in-
duction �24� and charge injection �25� to induce fluid motion. This
style of EHD pump has been investigated for use in enhancing the
heat transfer capability of a space-based monogroove heat pipes
�26�. The polarization-type EHD mechanism �dielectrophoretic
force� has also been used for heat transport in heat pipes �27,28�.
The proposed EHD mechanism discussed herein uses polarization
forces to deflect a meniscus between two fluids of different elec-
tric permittivity.

The pumping mechanism described herein consists of cyclic
adiabatic, reversible compression of two gas volumes by the cy-
clic deflection of the surfaces of an entrapped liquid plug as
shown in Fig. 1. The liquid plug is circular in cross section and the
Bond number2 is assumed to be very small which implies that the

1Corresponding author.
Contributed by the Fluids Engineering Division of ASME for publication in the
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2The Bond number, Bo, is the ratio of gravitational forces to capillary forces on a
static gas–liquid interface. It is defined as Bo���gL2 /�, where �� is the density
difference across the interface, g is the gravitational acceleration, L is the character-
istic length scale, and � is surface tension. If the Bond number is greater than one,
then gravitational forces dominate the interface shape resulting in a flat interface
which is perpendicular to the direction of the gravitational acceleration. If the Bond
number is much less than one, the capillary forces dominate the static interface shape
resulting in a meniscus.
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menisci of the liquid plug may be considered as spherical caps.
The gas phase is compressed by deflection of the two pinned
menisci �A and B� characterized by the contact angles �A and �B
which can vary from 0 deg to 90 deg. At 0 deg the meniscus
forms a hemispherical cap while at 90 deg the meniscus is a flat
interface perpendicular to the cylinder wall. The contact lines are
assumed to remain pinned as the menisci are deflected.

The valves open and close to allow for intake, compression and
exhaust during the cycle. As the gas volume corresponding to
Meniscus A is compressed, gas will be drawn into the volume
corresponding to Meniscus B and vice versa such that for a half-
cycle one of the gas chambers is at ambient pressure while com-
pression takes place in the other volume. The electric field is
applied alternatively to each meniscus; for the first half-cycle to
Meniscus A and for the second half-cycle to Meniscus B. To the
authors’ knowledge, this particular pump configuration has not
previously been investigated.

2.1 Force Balance. A static force balance applied to the liq-
uid plug provides a quasi-equilibrium expression for the electric
field stress required to overcome capillary pressures and the gas
pressures. Figure 2 illustrates the various stresses and line forces
acting on the liquid plug. The electric field stress, �E, is only
applied to the compression side of the plug �Meniscus A as shown
in Fig. 2�. Because the Bond number is small, the gravitational
body force is neglected and the line force generated by the curva-
ture of the liquid–vapor interface may be described as � cos���.
The normal stress on the menisci created by the gas pressure is PA
and PB. The static force balance subject to the described restraints
is

�PA − �E − PB��a2 − ��A cos �A − �B cos �B�2�a = 0 �1�
Viscous dissipation due to liquid motion is neglected in this quasi-
equilibrium analysis.

Rearrangement of Eq. �1� to isolate the electric field stress with
the assumption that the surface tension at Meniscus A and Menis-
cus B is the same ��A=�B=�� results in the following expression

�E = PA − PB −
2�

a
�cos �A − cos �B� �2�

The electric field stress is dependent upon the gas pressure over
the two menisci and the menisci curvature as expressed through
the contact angles.

2.2 Gas Pressures and Displaced Volumes. The gas pres-
sures, PA and PB, can be determined using the ideal gas law as-
suming adiabatic, reversible compression with constant specific
heats

PA,B = P0� ∀0

∀��A,B��k

�3�

where P0 is the uncompressed or ambient gas pressure; ∀0 is the
uncompressed gas volume; ∀��� is the compressed gas volume
corresponding to a contact angle �; and k is the ratio of specific
heats. The minimum gas pressure, P0, occurs at the maximum
volume which corresponds to �=0 while the maximum pressure
occurs at the minimum volume ��=� /2�. The compression ratio,
CR, is defined as ∀0 / ∀ �� /2� and can be used to determine the
maximum gas pressure expected in the cycle.

The gas volume at each meniscus is divided into a static vol-
ume, ∀s, which remains constant throughout the cycle and a me-
niscus volume, ∀m, which varies with contact angle, � �see Fig.
3�. The meniscus volume is dependent upon the contact angle, �,
and can be found from the expression for the volume of a spheri-
cal cap �29�

∀m =
�

3
a3� sin3 � − 3 sin � + 2

cos3 �
	 �4�

with 0���� /2. For convenience, the � dependency of the gas
volume is defined as

f��� =
sin3 � − 3 sin � + 2

cos3 �
�5�

where f�0�=2 and f�� /2�=0. Thus, the maximum meniscus vol-
ume, occurring at �=0, is 2�a3 /3 which is equal to the volume of
a hemisphere of radius a. The total gas volume at any meniscus
deflection for either side of the liquid plug can be written as

∀��� = ∀s +
�

3
a3f��� �6�

with the uncompressed gas volume as

∀0 = ∀s +
2�

3
a3 �7�

A relationship between the two variable contact angles that de-
fine the menisci curvature, �A and �B, can be obtained through
applying conservation of mass to the liquid plug. The volumes of
the two menisci must sum to a hemispherical volume

Fig. 1 Schematic of EHD Menisci micropump

Fig. 2 Parameters and designations of the liquid plug used for
the gas compression

Fig. 3 Volume displaced by meniscus, �A=�a3f„�A… /3, and
static volume, �s, of Meniscus A side of the pump
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�

3
a3� sin3 �A − 3 sin �A + 2

cos3 �A
	 +

�

3
a3� sin3 �B − 3 sin �B + 2

cos3 �B
	

=
2�

3
a3 �8�

which is equivalent to

f��A� + f��B� = 2 �9�

An expression for �B as a function of �A can be found by implic-
itly solving Eq. �8� for �B and using a sixth-order regression. The
resulting expression has an r2 greater than 0.9999

�B = 0.10691�A
6 − 0.92850�A

5 + 3.20152�A
4 − 5.82472�A

3

+ 6.20685�A
2 − 4.15750�A + 1.57312 �10�

where �A varies from 0 to � /2 rad. The relationship between �A
and �B which satisfies conservation of mass on the liquid plug is
shown in Fig. 4.

The volumes are normalized using the maximum meniscus vol-
ume, 2�a3 /3, resulting in a dimensionless static volume of ∀s

*

=3∀s /2�a3 and an uncompressed volume of ∀0
*=∀s

*+1. The gas
volumes at Meniscus A and Meniscus B can be expressed using
only f��A� via Eq. �9�

∀A
* = ∀s

* + 1
2 f��A� �11�

∀B
* = ∀s

* + 1 − 1
2 f��A� �12�

The gas pressures at each meniscus can now be written as

PA = P0� ∀s
* + 1

∀s
* + f��A�/2�k

�13�

and

PB = P0� ∀s
* + 1

∀s
* + 1 − f��A�/2�k

�14�

with the compression ratio now expressed as

CR = 1 +
1

∀s
* �15�

2.3 Electric Field Stress. The electric body force density act-
ing on the molecules of a fluid in the presence of an electric field
was derived by �30� through a thermodynamic approach with the
assumption that the polarization is a linear function of the applied
electric field and is dependent on the fluid density only. It ac-
counts for the force acting on the free charges �Coulomb� and for
the polarization force induced in the fluid. At a fluid–fluid inter-
face in a nonuniform electric field, a polarization force is created
that draws the fluid of higher permittivity �liquid� toward the re-
gion of higher electric field strength. This attraction force will
occur for either a dc or ac nonuniform field. For a liquid–vapor
interface, the liquid is drawn towards the higher electric field.
Generally, the higher electric field exists at the positive electrode
due to the electrode design; the ground electrode generally being
planar while the positive electrode being a pin or ring
configuration.

Use of the Maxwell stress tensor �23,30� avoids the singularity
of the electric permittivity that would arise from a direct use of the
polarization force equation at the interface of liquid–vapor media

�ij = 	EiEj −
	

2

ijEkEk�1 −

�

	
� �	

��
	

T
� �16�

where 	=	r	0 and 	r is the dielectric constant which is equal to 82
and 1 for air and water, respectively. For a planar gas–liquid in-
terface, the normal stress can be simplified to

�E 
 1
2	E2 �17�

where 	 is the electric permittivity of the liquid phase. This sim-
plification was done considering a nonuniform electric field
�E ,0 ,0� and neglecting the contribution from the lateral surfaces
of the integration volume. The value of the electric field is taken
as that at the gas–liquid interface. Only the planar interface is
considered; that is, the meniscus with a 90 deg contact angle.

The electric field stress expressed in Eq. �2� can now be written
in terms of the ambient gas pressure, the static gas volume, and
the contact angle of Meniscus A. Using the nondimensional quan-
tities �E

* =a	E2 /4� and P0
*=aP0 /2�, the following expression for

the nondimensional electric field stress is derived

�E
* = P0

*�� ∀s
* + 1

∀s
* + 0.5fA

	k

− � ∀s
* + 1

∀s
* + 1 − 0.5fA

	k� − �cos �A − cos �B�

�18�

where fA= f��A� and cos �B in the right-most term can be evalu-
ated using Eq. �10�.

An interesting feature of Eq. �18� is that the imbalance in me-
nisci curvature �cos �A–cos �B� is sufficient to compress the gas
during the beginning of a compression stroke. In other words, the
unequal curvatures created during a compression stroke result in
an energy recovery at the beginning of the next compression
stroke. The energy recovery can be seen in Fig. 5 where the di-
mensionless electric field stress appears to be negative for values
of � less than 28 deg. This indicates that as the contact angle
varies from zero to approximately 28 deg the electric field is not
required in order for a menisci to compress the gas. This behavior
is the same for the entire range of capillary radii considered �from
1 to 1000 �m� and all specific heat ratios considered �from 1 to
1.667�. The electric field is required to compress the gas once the
contact angle exceeds 28 deg and the electric field must be at the
maximum when the contact angle reaches 90 deg.

The maximum nondimensional electric field stress occurs at
�A=� /2. This corresponds to a flat interface with f��A�=0 and
cos �B=1. Thus, the maximum dimensionless electric field stress
is

Fig. 4 Relation between �A and �B per Eq. „10…
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�Emax

* = P0
*�CR

k − 1� + 1 �19�

which, after returning to dimensional variables, yields the follow-
ing expression for the maximum electric field strength necessary
to operate the pump

Emax =�4�

a	
�P0

*�CR
k − 1� + 1� �20�

Equations �19� and �20� represent the maximum electric field
stress and maximum electric field required to isentropically com-
press an ideal gas through the deformation of a pinned meniscus.

Equation �20� provides the upper value of the electric field re-
quired for gas compression which occurs only at �=� /2. The
actual electric field can vary with meniscus deflection. For ex-
ample, using water and air as working fluids with a cylindrical
liquid plug 100 �m in diameter, the electric field variation with
contact angle varies from 0 at �
28 deg to approximately
21 kV/mm for a compression ratio of 2 and k=1.4 as shown in
Fig. 6. The value for the dimensionless pressure, P0

*, is 35.7 which
indicates that the uncompressed pressure, P0=100 kPa, is signifi-
cantly greater than the maximum capillary pressure which for this
case is approximately 2800 Pa. Thus, electric field is primarily
required for gas compression and very little is required for menis-
cus deflection for contact angles greater than 28 deg. Again, be-
low contact angles of 28 deg the imbalance in capillary pressure
can compress the gas without the electric field. The values for
additional dimensional and nondimensional parameters for this
particular pump configuration are given in Table 1.

2.4 Power Requirements. The work per cycle is primarily
dependent upon the compression ratio. The pump power required
to compress the gas will also depend on the oscillation frequency.
The power required to compress the gas is not equivalent to the
power required to generate the electric field due to the energy
recovery of the menisci between compression and expansion.

For an adiabatic, reversible process, the work required for com-
pression of an ideal gas over a full cycle is

Wm =
2P1∀1

1 − k
�P2∀2

P1∀1
− 1	 . �21�

State 1 is the uncompressed gas which results in P1= P0 and ∀1
=∀s+2�a3 /3. State 2 is the compressed gas which implies

P2 = P0�∀s
* + 1

∀s
* 	k

= P0CR
k �22�

and ∀2=∀s. Combining the expressions for pressures and vol-
umes into Eq. �21� results in the work per cycle as

Wm = 2P0∀s�CR
k − CR

k − 1
	 �23�

Equation �23� represents the ideal work per cycle required for gas
compression and does not include viscous dissipation in the
liquid.

The power required for gas compression is equal to the work
per cycle multiplied by the frequency in Hz, power=Wm · fm, or

power = 2fmP0∀s�CR
k − CR

k − 1
	 �24�

The actual input power needed to operate the device may be lower
than the gas compression power as determined by Eq. �24� since
for each half-cycle energy is recovered through surface tension
work from �=0 to about 28 deg as seen in Fig. 5. Equation �24�
can be rewritten in terms of the volumetric flow rate which is
found by multiplying the displaced volume for one cycle by the

frequency of menisci oscillation, ∀̇=4�a3fm /3, where fm is the
meniscus oscillation frequency in Hz

power = ∀̇P0�∀s
*CR

k��CR
k−1 − 1

k − 1
	 �25�

Defining a dimensionless power as �=power/ ∀̇P0 and using the
relationship between ∀s

* and CR �Eq �15��, the relationship be-
tween required power and compression ratio becomes

� = � CR

CR − 1
	�CR

k−1 − 1

k − 1
	 �26�

Figure 7 illustrates the relationship between �, k, and CR.
Using a menisci oscillation frequency of 1000 Hz and the same

pump parameters given above �see Table 1� with a compression
ratio of 2 and k=1.4, the volumetric flow rate is 0.524 �L/s. The
work per cycle in order to compress the gas is 8.36·10−8 J /cycle.
This is only the work for compression of an ideal gas and does not
include viscous dissipation. The power associated with this work

Fig. 5 Dimensionless electric field stress, �E
* , versus contact

angle using water for the liquid plug with P0
* =35.7 and CR=2 for

various specific heat ratios, k Fig. 6 Electric field strength vs meniscus displacement for
room temperature water and air as the working fluids. The un-
compressed pressure is 100,000 Pa, the pump radius is 50 �m,
and a specific heat ratio of 1.4. Table 1 lists additional param-
eters, dimensional, and nondimensional, associated with this
pressure, radius, and fluid selection.
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at a 1000 Hz is 83.6 �W.
The EHD menisci micropump can theoretically achieve a pres-

sure head of 264 kPa operating at 1000 Hz �see Table 1�. This is
comparable to the maximum pressure achieved by existing recip-
rocating displacement pumps �diaphragm pumps� such Kamper
1998 �200 kPa� or Li 2000 �304 kPa, operating at 3500 Hz and
1200 V�, as reported in �16�. The flow rate of the EHD menisci
pump �31.44 �L/min�, however, is one or two orders of magni-
tude lower than that produced by the aforementioned micro-
pumps. Higher flow rates can be achieved by increasing the oper-
ating frequency. At a frequency of 6000 Hz a flow rate of
188.64 �L/min is possible.

The available EHD pumps �injection, induction, or polariza-
tion� such as Wong 1996, Ahn 1998, and Darabi 2001 and 2002
��16�� report pressure heads under 1 kPa and comparable or lower
flow rates to the EHD menisci pump. A theoretical model of an
EHD-actuated diaphragm micropump �piezoelectric��4� predicted
flow rates of 33 �L/min for a 1-mm-diameter diaphragm operat-
ing at 1 kHz. Electro-osmotic pumps can operate at similar maxi-
mum pressure as the EHD menisci pump �Gan 2000, Yao 2001
and 2003, Zeng 2002, as reported in �16��, but with higher flow
rates due to bundling of multiple, parallel pumps. As such the
volume of these devices range from 1200 mm3 to 9500 mm3

while the EHD menisci pump is on the order of 1 mm3.

3 Operational Limits
There are a number of physical limits associated with gas com-

pression at the microscale. Most of these limits involve tempera-

ture and pressure constraints of the pump materials and manifolds
which are common to many micropumps. However, an opera-
tional limit, or constraint, unique to the menisci pump, is the rate
at which the menisci can be stably oscillated. A meniscus is con-
sidered to be oscillating stably as long as an undistorted spherical
interface can exist for the contact angle range considered �0��
�� /2�.

The operational limits in which the menisci can stably oscillate
can be analyzed from inertial and viscous standpoints. In addition,
the menisci will have a variation in natural frequency based on the
curvature as defined by � and these natural frequencies also rep-
resent an operational limit. These various oscillation limits will
bound the operational domain of the menisci pump.

3.1 Inertial and Viscous Limits. The inertial limit of an os-
cillating meniscus may be examined via the Weber number. The
Weber number is a measure of inertial effects to capillary effects
on a dynamic gas–liquid interface and is defined as

We �
�U2a

�
�27�

If a critical Weber number is exceeded, a gas–liquid interface may
break up. For small Bond number systems, the critical Weber
number, Wec, is on the order of one �31�. Substituting in for the
critical Weber number, the maximum meniscus velocity may be
obtained

U� =� �

�a
Wec �28�

The maximum meniscus displacement is a where 2a represents
one complete cycle. Thus, the frequency in Hz follows as

f� =
U�

2a
=

1

2
� �

�a3Wec �29�

The characteristic frequency, , is defined as

 �� �

�a3 �30�

which gives an inertial frequency limit of

f� =


2
�Wec �31�

The viscous limit of an oscillating meniscus may be examined
via the Capillary number which, for a small Bo system, is a mea-
sure of the relative influence between capillarity and viscous ef-
fects. The Capillary number is defined as

Table 1 Values for a case study on the electric field strength required to operate the EHD
Menisci pump using water and nitrogen as working fluids in a 100-�m-diameter capillary with
a 2:1 compression ratio. The operating requirements are for operation at 1000 Hz.

Physical parameters Dimensionless numbers
Frequency limits

�Hz� Operating requirements

a=50 �m CR=2 f�=7000 Emax=21 kV/mm
g=9.81 m/s2 P0

*=35.7 f�=11,800 ∀̇=0.524 �L/s
Pa=100,000 Pa �Emax

* =36.7 f0=6074 Wm=8.36·10−8 J /cycle
�l=1000 kg/m3

∀0
*=2 f90=9400 Pm=83.6 �W

�l=0.001 kg/ms Bo=3.5·10−4

�l=0.07 N/m Wec=1
	rl

=82 Cac=10−2

	rg
=1 Oh=0.017

	0=8.854 pF/m f��
* =1.7

k=1.4 �=1.6

Fig. 7 Relationship between dimensionless power, �, and the
compression ratio, CR, for various specific heat ratios, k
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Ca �
�U

�
�32�

When a critical capillary number is exceeded significant distortion
of the gas–liquid interface may occur due to viscous stresses. The
critical Capillary number, Cac, for low Bo systems is on the order
of 10−2 �31�. The critical viscous velocity scale is

U� =
�

�
Cac �33�

which yields a viscous frequency limit of

f� =
U�

2a
=

�

2�a
Cac �34�

expressed in Hz.
In order to compare the viscous and inertial stability limits a

nondimensional parameter f��
* is defined as the ratio of the two

frequency limits

f��
* =

f�

f�

=
�a

�
�Wec

Cac
2 	1/2

�35�

The physical property ratio in Eq. �35� is another frequently used
dimensionless parameter; the Ohnesorge number, Oh

�a

�
= � �2

�a�
	1/2

� Oh �36�

which is a measure of the damping in a capillary-dominated in-
terface. For small Oh, the surface may be underdamped resulting
in the growth of inertial disturbances. If the Oh is large then
inertial disturbances may be damped before significant distortion
of the interface occurs. For the critical Capillary and Weber num-
bers specified above, the ratio of inertial to viscous frequency
limits is

f��
* 
 100 Oh �37�

If f��
* �1 then the inertial frequency, f�, is the upper limit for the

meniscus oscillation and if f��
* �1 then the viscous frequency, f�,

is the upper limit.

3.2 Natural Frequency Limits. The natural frequencies of
the meniscus also represent an oscillation limit for the menisci
pump. If the pump cycle approaches the natural frequency of the
menisci then significant distortion of the gas–liquid interface is
probable. The natural frequency of the menisci will be examined
for the limiting cases of �=� /2 and �=0. For a hemispherical
meniscus, �=0, the natural frequency of a perfectly wetting me-
niscus is �32�

f0 =
1

2�
��2.6 + 1.84 Bo�

�

�a3�1/2

�38�

For a flat interface, �=� /2, and a relatively long liquid plug
�length �2a� the natural frequency is �33�

f90 =
1

2�
���3 + �Bo�

�

�a3�1/2

�39�

where ��eigenvalues corresponding to oscillation modes. For the
first subharmonic, �=1.84. The expressions for frequencies can be
simplified using the expression for the characteristic frequency
�Eq. �30�� to

f0 =


2�
�2.6 + 1.84Bo �40�

f90 =


2�
�1.843 + 1.84Bo �41�

The theories and correlations for the natural frequencies �32,33�
are based on an inviscid interface and, as such, also represent a

form of inertial limit. By inspection, f90 is always larger than f0
for small Bond numbers. Therefore, the oscillation limit based on
the meniscus natural frequency will be Eq. �40�.

A comparison of the frequency limits is shown in Fig. 8 which
illustrates the menisci oscillation limits for the case of room tem-
perature water in a cylindrical tube. The menisci can stably oscil-
late at frequencies which lie below the limits shown. The stability
limit for the oscillating meniscus is viscous �Eq. �34�� up to ap-
proximately a 40 �m tube radius while between 40 �m and 6 mm
the stability limit should remain the inertial limit given by the
lower natural frequency �Eq. �40��.

As the radius becomes larger than about 6 mm, the stability
limit, while still inertial, appears to be given by f�. However, for
a radii greater than 6 mm with room temperature water, the Bond
number will be greater than one. The liquid–gas interface be-
comes increasingly flat with increasing Bond number, assuming
the gravitational acceleration is normal to the interface. Thus, the
upper and lower natural frequencies, f0 and f90, converge since
the contact angle plays a small role in determining the interface
shape at large Bond numbers. The critical Weber number used in
f� is predicated on a small Bond number system and therefore the
stability limit in this range is still the natural frequency of the
menisci �Eq. �40��.

For the pump parameters studied above �see Table 1�, the di-
mensionless frequency limit, f��

* , is greater than 1; therefore, it is
anticipated that the oscillation limit of the meniscus for this par-
ticular case will be an inertial limit �f�, f0, or f90�. From Table 1,
the lowest frequency limit is f0=6074 Hz. This frequency repre-
sents the upper value for which the meniscus will stably oscillate.
Therefore, oscillating the pump at 1000 Hz as described earlier is
feasible.

4 Conclusion
In this discussion, the concept and operation of an EHD me-

nisci pump have been introduced. The theoretical electric field
strength required for operation appears reasonable given the very
small length scales of the system. And the cyclic operation can be
in the kHz range based on hydrodynamic limitations which im-
plies that a small system could provide relatively large flow rates.

There are several advantages of using a meniscus as a naturally
occurring diaphragm pump over more traditional style micro-
pumps. The naturally existing diaphragm defined by the gas–
liquid meniscus is not constrained to a limited deflection as in the
case of a classical diaphragm and it is not exposed to fatigue

Fig. 8 Comparison of operational limits as a function of liquid
column radius. The properties used are for water „�
=1000 kg/m3, �=0.001 kg/ms, �=0.07 N/m… and for normal
gravitational acceleration „g=9.81 m/s2

…. Stable menisci oscil-
lation occurs at frequencies below the limits shown.
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failure, although the pinning of the interface will pose challenges.
Another advantage of the EHD menisci pump is a low power
input resulting from the operating principle and from the energy
recovery associated with the curvature imbalance of the gas–
liquid interfaces at the beginning of each compression cycle; the
compression on the first one-third of each cycle is done by the
surface tension forces at no cost. It should be noted here that the
electrode design is a critical issue because of the possibility of
charge accumulation at the gas–liquid interface which could de-
stabilize the meniscus. Reliable operation will also be influenced
by issues such as the ability to keep the contact line pinned, dis-
sipation of thermal energy, and viscous stresses at the menisci.
Resolution of these issues will require experimental investiga-
tions. The compactness of the menisci micropump and the simple
design together with pressure head and flow rate capabilities com-
parable to much larger pumps makes this an attractive candidate
for commercial applications.

Nomenclature
a � capillary radius �m�

Bo � Bond number
Ca � capillary number
CR � compression ratio

E � electric field strength �V/m�
f��� � dimensionless meniscus volume �

fA � abbreviation for f��A�
f0 � lower natural frequency limit �Hz�

f90 � upper natural frequency limit �Hz�
f� � inertial frequency limit �Hz�
f� � viscous frequency limit �Hz�

f��
* � dimensionless frequency limit
g � gravitational acceleration �m/s2�
k � specific heat ratio
P � pressure �N/m2�

P0 � uncompressed gas pressure �N/m2�
Pm � menisci power �W�
U � characteristic meniscus velocity �m/s�
∀ � volume �m3�
∀̇ � volumetric flow rate �m3/s�

∀s � static gas volume �m3�
∀0 � total uncompressed volume �m3�
We � Weber number
Wm � menisci work �J�

� � dimensionless power

ij � Kronecker delta

	 � electric permittivity �pF/m�
	0 � vacuum permittivity=8.854 �pF/m�
	r � dielectric constant
� � contact angle of meniscus �rad�
� � eigenvalues corresponding to oscillation modes
� � viscosity �kg/ms�
� � mass density �kg/m3�
� � surface tension �N/m�
� � stress �N/m�
 � characteristic frequency �rad/s�

Subscripts
A � meniscus A
B � meniscus B
g � gas phase
l � liquid phase
c � critical parameter
� � inertial parameter
� � viscous parameter
E � electric field parameter

Superscript
� � nondimensional parameter
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Torque and Bulk Flow of
Ferrofluid in an Annular Gap
Subjected to a Rotating Magnetic
Field
We report analysis and measurements of the torque and flow of a ferrofluid in a cylin-
drical annulus subjected to a rotating magnetic field perpendicular to the cylinder axis.
The presence of the inner cylinder results in a nonuniform magnetic field in the annulus.
An asymptotic analysis of the ferrohydrodynamic torque and flow assuming linear mag-
netization and neglecting the effect of couple stresses indicated that the torque should
have a linear dependence on field frequency and quadratic dependence on field ampli-
tude. To the order of approximation of the analysis, no bulk flow is expected in the
annular gap between stationary cylinders. Experiments measured the torque required to
restrain a polycarbonate spindle surrounded by ferrofluid in a cylindrical container and
subjected to the rotating magnetic field generated by a two-pole magnetic induction
motor stator, as a function of the applied field amplitude and frequency, and for various
values of the geometric aspect ratios of the problem. The ultrasound velocity profile
method was used to measure the azimuthal and axial velocity profiles in the ferrofluid
contained in the annular gap of the apparatus. Flow measurements show the existence of
a bulk azimuthal ferrofluid flow between stationary coaxial cylinders with a negligible
axial velocity component. The fluid was found to corotate with the applied magnetic field.
Both the torque and flow measurements showed power-of-one dependence on frequency
and amplitude of the applied magnetic field. This analysis and these experiments indicate
that the action of antisymmetric stresses is responsible for the torque measured on the
inner cylinder, whereas the effect of body couples is likely responsible for bulk motion of
the ferrofluid. �DOI: 10.1115/1.2567918�

Keywords: ferrofluid, ultrasound velocity profile, rotating magnetic field, antisymmetric
stress

1 Introduction
The flow of a ferrofluid contained in the annular gap between

two concentric cylinders and subjected to a rotating magnetic field
has been investigated by several authors �1–5�. The problem is
closely related to the observation of ferrofluid motion in a cylin-
drical container under an applied uniform rotating magnetic field
�3,6–9�, except that the field in the case of the ferrofluid in the
annular gap is not uniform owing to the presence of the inner
cylinder. The initial work is due to Tsebers �1�, who obtained an
expression for azimuthal flow, arguing that tangential stresses are
zero at the boundary of a freely suspended cylinder. That analysis
predicted no bulk flow when both cylinders are held fixed.
Rosensweig et al. �3� obtained experimental top free-surface ve-
locity profiles for the case in which both cylinders are stationary.
The velocity profile at the free surface was observed to reverse
direction along the annulus, with the ferrofluid corotating with the
field near the surface of the inner cylinder and counterrotating
with the field near the surface of the outer cylinder. Rosensweig et
al. �3� compared these observations to their analysis in which the
transport of internal angular momentum included the effects of
spin viscosity, neglected by Tsebers �1�. Based on their experi-
mental observations and the lack of qualitative agreement with the
available analysis, Rosensweig et al. �3� concluded that the ob-
served flow was solely due to magnetic surface stresses on the

ferrofluid-air interface. Unfortunately, both Tsebers �1� and
Rosensweig et al. �3� assumed in their models that the magnetic
field in the annular gap was homogeneous, an error that was later
corrected by Lebedev and Pshenichnikov �2�, who obtained ex-
pressions for flow and torque in the absence of free-surface effects
and when the fluid temperature and concentration are homoge-
neous. Their analysis predicted flow only when the inner cylinder
is free to rotate, whereas when both cylinders are stationary flow
was considered possible only if the fluid had a concentration or
temperature gradient, as discussed by Shliomis et al. �10�. Predic-
tions for the torque were compared to experimental data obtaining
poor agreement. Another expression was later obtained by Pshen-
ichnikov and Lebedev �4� in which flow was attributed to tangen-
tial stresses at the free cylinder, which, on rotating, induces flow
in the bulk due to the action of viscous stresses, especially at low
magnetic field frequency and amplitude, in which case thermal
effects are not important. The analysis of Pshenichnikov and Leb-
edev �4� predicted no bulk flow when both cylinders were station-
ary. They obtained expressions for the torque on the inner cylinder
and the angular rotation of a freely rotating cylinder immersed in
the fluid. Torque predictions were in good agreement with their
experimental measurements, but predictions of the amplitude of
free cylinder rotation were found in poor agreement. Still, the
analysis of Pshenichnikov and Lebedev �4�, though it illustrated
the role of interfacial stresses in inducing flow in ferrofluids, is
internally inconsistent, as the integration constants obtained for
the magnetic field are incorrect �11�.

An asymptotic expression for the torque on the inner cylinder,
valid for � f��1, where � f is the applied field frequency and � is
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the effective magnetic relaxation time of the suspension, was
given by Rinaldi et al. �5�. Therein, measurements were reported
for the viscous torque when ferrofluid is either entirely inside
�torque on the inner surface of the cylindrical container in so-
called spin-up flow� or entirely outside �annular flow� of a station-
ary infinitely long cylinder, subjected to a rotating magnetic field.
The predictions of their torque expression were found in good
agreement with a limited set of torque measurements.

In the assessment of the theories summarized above, experi-
mental data, such as torques and surface velocity profile measure-
ments, have been used �3,12,13�, because of the inherent difficulty
in obtaining experimental bulk velocity profiles by conventional
methods owing to the opacity of the ferrofluid. Unfortunately,
surface measurements are affected by the surface stresses demon-
strated and qualitatively explained by Rosensweig et al. �3�; there-
fore, the corresponding observations cannot be compared to
analyses of bulk flow. The focus of this work is to provide mea-
surements of the bulk velocity profile, in addition to torque mea-
surements, for ferrofluid in an annular gap, and results that may
then be compared to the available analyses.

In this contribution, we derive the expression reported by
Rinaldi et al. �5� for the torque on the inner cylinder through a
regular perturbation expansion using the small parameter �=� f�.
Then we present torque and flow measurements for various aspect
ratios � of inner-to-outer cylinder radii of the annular gap using
water-based ferrofluids with two different particle volume frac-
tions in a rotating magnetic field. We have used the ultrasound
velocity profile �UVP� technique to visualize the flow in our ex-
periments. This technique was initially developed in the study of
liquid-metal flow �14� and more recently has been used to study
the flow of ferrofluids confined in various geometries, such as the
rotating Couette system �15–17� and in the study of ferrofluid flow
in a cylindrical container driven by a rotating uniform magnetic
field �9�. Finally, we compare the experimental results to the
analysis.

2 Analysis of Torque and Flow
In this section, we obtain an asymptotic solution of the coupled

ferrohydrodynamic equations for the ferrofluid in the annular gap.
To make the solution mathematically tractable, we focus on the
linear magnetization limit. Furthermore, because the spin viscos-
ity is commonly regarded to be negligibly small, we neglect the
effect of couple stresses in the internal angular momentum equa-
tion.

Conceptually, we consider the experimental situation to consist
of an infinite column of ferrofluid contained in a nonmagnetic
cylinder of radius RO with an internal concentric stationary
spindle of radius RI and magnetic permeability �0. Hence, the
column of ferrofluid is assumed to be long enough in the z direc-
tion, such that end effects may be considered negligible. The mag-
netic field is generated in the gap by a two-pole three-phase stator
winding, which �i� is modeled as a surface current distribution in
the −z direction with real amplitude K

K��,t� = Re�− Kize
j��ft−��� , �1�

located at radius r=RO, and �ii� varies sinusoidally with time at
radian frequency � f. In Eq. �1�, we use the notation j=�−1 and
have chosen the direction of the surface current for convenience in
the derivations that follow. We assume the winding is backed with
a material, such as cast iron, of infinite magnetic permeability,
�→�. This geometry is a simplification of the general three-
region problem found in the experiments described below, where
a nonmagnetic annulus separates the ferrofluid from the stator
current winding. Considering the more general situation merely
results in more complicated expressions with the same key fea-
tures and does not provide a better fit to the experiments. We
present the solution to the two-region problem for simplicity.

2.1 Governing Equations. The basic equations for describing
the flow of dilute-limit suspensions of magnetic nanoparticles in a
Newtonian fluid under applied magnetic fields are summarized in
�18�. A phenomenological derivation, based on Dahler and Scriv-
en’s seminal work �19,20� is provided in �21�. At a macroscale for
which the magnetic nanoparticles represent subcontinuum units, a
homogeneous isothermal suspension of magnetic nanoparticles in
an incompressible medium obeys the continuity equation � ·v=0,
where v is the mass-averaged velocity �22�. The corresponding
linear momentum equation is

	
Dv

Dt
= 	g + �0M · �H − �p − 2
 � � �1

2
� � v − �	 + ��2v ,

�2�

where 	 is the density, g is the gravitational acceleration, p is the
pressure, M is the magnetization vector of the suspension, H is
the applied magnetic field vector, 
 is the vortex viscosity �a dy-
namical parameter analogous to the shear viscosity and that char-
acterizes the asymmetric component of the Cauchy stress�, � is
the spin velocity vector �representing the subcontinuum rotation
of the suspended particles �20,23��, and � is the suspension-scale
shear viscosity. The second term on the right-hand side represents
the magnetic body forces due to field inhomogeneities, whereas
the fourth term represents the antisymmetric component of the
Cauchy stress, occurring when the particles rotate at a rate differ-
ent than half the local vorticity of the flow. When solving Eq. �2�
in problems with solid boundaries, the no-slip and no-penetration
boundary conditions are employed. A dilute limit expression for
monodisperse nanoparticle suspensions in Newtonian fluids for
the vortex viscosity was obtained by Brenner �22�, 
=3h�0 /2,
where h is the hydrodynamic volume fraction of suspended par-
ticles and �0 is the shear viscosity of the suspending fluid.

The reason for the appearance of antisymmetric stresses in
these systems is the action of body couples on the subcontinuum
units; hence, the Cauchy moment-of-momentum principle no
longer applies and a balance of internal angular momentum must
be considered. In the corresponding balance equation, the rate of
change of angular momentum and the couple stress term are com-
monly neglected, resulting in

0 = �0M � H + 2
�� � v − 2�� . �3�
The first term on the right-hand side represents the body couple
acting on the structured continuum whenever the local magnetiza-
tion is not aligned with the applied magnetic field. The second
term is the antisymmetric vector of the Cauchy stress and repre-
sents the interchange of momentum from internal angular and
macroscopic linear forms.

The suspension magnetization M represents the local alignment
of subcontinuum units and, as such, also obeys a balance equa-
tion. The original equation �24� has been the subject of recent
debate �25–29�, but is regarded as correct for low applied field
amplitude and frequency when the local magnetization is not far
from its equilibrium value. The magnetization relaxation equation,
as it is usually called, is then

DM

Dt
= � � M −

1

�
�M − Meq� , �4�

where Meq represents the magnetization in equilibrium with the
local magnetic field, given by the Langevin relation �18�

Meq

Md
= 
coth � −

1

�
�Ĥ , �5�

in which �= ��0MdHVc� / �kBT� is the Langevin parameter, a mea-
sure of the relative magnitudes of magnetic and thermal energy. In
these expressions,  is the volume fraction of magnetic cores, Md
is the domain magnetization for the magnetic nanoparticles, kB is
Boltzmann’s constant, T is the absolute temperature, and Vc is the
volume of the magnetic cores. In the limit of small �, the Lange-
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vin equation may be linearized to obtain Meq=�iH, where �i is
the initial susceptibility. All that remains to complete our descrip-
tion are Maxwell’s equations in the magnetoquasistatic limit
�30,31�

� · �M + H� = 0; � � H = 0 , �6�

and the corresponding interfacial boundary conditions for the
magnetic field, namely, continuity of the normal component of
magnetic induction and the jump in the tangential magnetic field
due to surface currents

n · ���H + M��a − ��H + M��b� = 0, �7�

n � �Ha − Hb� = K , �8�

in which n is a unit vector locally normal to the interface, pointing
from phase b to phase a.

2.2 Scaling of the Governing Equations. Scaling of the gov-
erning equations is necessary in order to formulate a regular per-
turbation problem that permits an analytical solution by decou-
pling the ferrohydrodynamic equations �2�–�6�. As particle
rotation is induced by the rotating magnetic field of angular fre-
quency � f, we have chosen this quantity as the scale for the spin
velocity �. If any flow is to occur, then it must be driven by the
spin velocity due to the action of the antisymmetric stresses;
hence, we choose � fRo as the scale for the mass-average velocity
v. The magnetic field quantities have been scaled with respect to
the surface current K. The resulting scaled variables are denoted
with a ��� and are assumed to be of order unity

M̃ 
M

K
; H̃ 

H

K
; �̃ 

�

� f
; ṽ 

v

� fRO
; t̃  t� f;

�9�

p̃ 
p

�� f
; �̃  RO � .

By substituting these definitions into Eqs. �2�–�6�, the scaled gov-
erning equations are obtained. The small perturbation parameter
�� f� arises in the magnetization equation and the magnetic
Mason number Ma�0K2 /�� f appears in both the linear and
internal angular momentum equations. We may also combine the
linear and internal angular momentum equations to obtain the fol-
lowing set of differential equations to be solved:

�̃ · �M̃ + H̃� = 0, �10�

�̃ � H̃ = 0, �11�

�
 �M̃

�t̃
+ ṽ · �̃M̃ − �̃ � M̃� = − �M̃ − �iH̃� , �12�

0 = − �̃p̃ + Ma
M̃ · �̃H̃ +
1

2
�̃ � �M̃ � H̃�� + �̃2ṽ , �13�

�̃ =
1

2
�̃ � ṽ +

1

4

�



MaM̃ � H̃ . �14�

2.3 Zeroth-Order Problem. To obtain the governing equa-
tions for the zeroth-order problem, a regular perturbation scheme
in the small parameter � is applied to all magnetic and dynamical
field quantities using a series expansion of the form

f�x,t� = �
n=0

�

�nfn�x,t� . �15�

Introducing these expansions into the governing equations
�10�–�14� and keeping only those terms that are zeroth order in �
yields the equations for the zeroth-order problem

�̃ · �M̃0 + H̃0� = 0, �16�

�̃ � H̃0 = 0 , �17�

M̃0 = �iH̃0, �18�

0 = − �̃p̃0 + Ma�M̃0 · �̃H̃0� + �̃2ṽ0, �19�

�̃0 =
1

2
�̃ � ṽ0. �20�

It is clear from Eqs. �16�–�20� that the zeroth-order magnetic-field
and fluid-mechanical problems have become decoupled. It is pos-
sible then to solve for the magnetic quantities independently of the
fluid-mechanical state of the system. Once the magnetic quantities
H0 and M0 are known, we may obtain the magnetic forces and
couples needed to solve the fluid mechanical problem.

2.3.1 Zeroth-Order Magnetic Field and Magnetization. We as-

sume the magnetic field H̃0 and magnetization M̃0 are of a form
similar to equation �1�

H̃0 = Re��Ĥ0,r�r̃�ir + Ĥ0,��r̃�i��ej�t̃−��� , �21�

M̃0 = Re��M̂0,r�r̃�ir + M̂0,��r̃�i��ej�t̃−��� , �22�

where a hat indicates a complex quantity �in this case complex
amplitude vectors�, scaled with respect to K and dependent only

on r̃=r /Ro. Using this expression for H̃0 and substituting the re-

lation M̃0=�iH̃0 into Eq. �16�, we obtain

d

dr̃
�r̃Ĥ0,r� − jĤ0,� = 0. �23�

Similarly, Eq. �17� becomes

d

dr̃
�r̃Ĥ0,�� + jĤ0,r = 0. �24�

Solving �23� for Ĥ0,� and substituting into �24�, we obtain the
equidimensional equation

d

dr̃

r̃

d

dr̃
�r̃Ĥ0,r�� − Ĥ0,r = 0, �25�

which we solve to obtain

Ĥ0,r�r̃� = Ĉ1 + Ĉ2r̃−2, �26�

Ĥ0,��r̃� = − j�Ĉ1 − Ĉ2r̃−2� . �27�

Because the magnetic field must remain finite everywhere in the

region for which r�RI, we necessarily have Ĉ2=0 in that region,
then the corresponding complex amplitude magnetic-field compo-
nents are given by

Ĥ0,r
I �r̃� = Ĉ1

I Ĥ0,�
I �r̃� = − jĈ1

I . �28�

Next, we apply the interfacial conditions for the magnetic field
and magnetization given by �7� and �8�, expressed for the complex
amplitude components of the magnetic field and magnetization
and evaluated at r̃=RI /RO� and at r̃=1 to obtain the relations

�0Ĥ0,r
I ��� = �0�1 + �i�Ĥ0,r��� , �29�

Ĥ0,�
I ��� = Ĥ0,���� , �30�

Ĥ0,��1� = 1. �31�

Solving Eqs. �29�–�31� for the integration constants and defining
the parameter ��2�i / �2+�i�, we obtain the zeroth-order
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complex-amplitude magnetic-field components for the annular re-
gion

Ĥ0,r�r̃� =
j�1 − �r̃−2�

1 + �
, �32�

Ĥ0,��r̃� =
�1 + �r̃−2�

1 + �
. �33�

The complex-amplitude magnetization components are found sim-
ply by multiplying the corresponding complex-amplitude
magnetic-field components by the initial magnetic susceptibility
�i.

2.3.2 Zeroth-Order Body Force and Body Couple. To obtain

the zeroth-order body force density, we evaluate M̃0 · �̃H̃0

= �1/2��i�̃�H̃0 ·H̃0�. Clearly, a force which is a gradient of a po-
tential is absorbed into the definition of the dynamic pressure and
hence results in no bulk flow. Regardless, we evaluate the expres-
sion in order to illustrate the procedure to follow for higher order
terms. The relevant force component for the flow problem under
consideration is the �-directed magnetic force

f̃0,� = �M̃0 · �H̃0�� = �i
H̃0,r
dH̃0,�

dr̃
+ H̃0,��1

r̃

dH̃0,�

d�
+

H̃0,r

r̃
	� .

�34�

Substituting the corresponding magnetic-field quantities, the time-
averaged azimuthal zeroth-order body force is obtained from

� f̃0,��t =
�i

4
�Ĥ0,r

dĤ0,�
*

dr̃
+ Ĥ0,r

* dĤ0,�

dr̃
+

Ĥ0,�Ĥ0,r
* + Ĥ0,�

* Ĥ0,r

r̃
� ,

�35�

where a superscript asterisk denotes the complex conjugate of a
complex quantity. Using the solution for the zeroth-order
magnetic-field problem, we obtain

� f̃0,��t = 0. �36�

The zeroth-order body couple M̃�H̃ is clearly zero owing to Eq.
�18�.

2.3.3 Zeroth-Order Linear and Spin Velocity Fields. The
zeroth-order body force and body couple have been found to be
zero; hence, in the absence of outer or inner cylinder rotation, the
translational velocity in the gap must be zero

ṽ0,��r̃� = 0, �37�

and therefore owing to Eq. �20�, the corresponding spin velocity
must also be zero

�̃0,z�r̃� = 0. �38�

2.4 First-Order Problem. The equations governing the first-
order problem are obtained in similar fashion as the zeroth-order
problem, resulting in

�̃ · �M̃1 + H̃1� = 0, �39�

�̃ � H̃1 = 0 , �40�

�M̃0

�t̃
= − �M̃1 − �iH̃1� , �41�

0 = − �̃p̃1 + Ma
M̃0 · �̃H̃1 + M̃1 · �̃H̃0 +
1

2
�̃ � �M̃0 � H̃1 + M̃1

� H̃0�� + �̃2ṽ1, �42�

�̃1 =
1

2
�̃ � ṽ1 +

�

4

Ma�M̃0 � H̃1 + M̃1 � H̃0� . �43�

As in the zeroth-order problem, the first-order magnetic-field and
fluid-mechanical problems have become decoupled. Hence, we
solve for the magnetic-field quantities independently using the
results of the zeroth-order problem. Once the first-order magnetic
field quantities are known, we obtain the first-order body force
and body couple terms needed to solve for the fluid mechanical
fields.

2.4.1 First-Order Magnetic Field and Magnetization. We pro-
ceed as in the corresponding zeroth-order problem by assuming
the magnetic field and magnetization have functional forms simi-
lar to Eq. �1�. Substituting these into the first-order Maxwell’s
equations �39� and �40�, one finds that the first-order magnetic
field obeys the same equidimensional equation as the zeroth-order
magnetic field. Hence, the solution for the first-order magnetic
field is of the same form as in the zeroth-order problem. The
first-order interfacial conditions at the ferrofluid-inner cylinder in-
terface �r̃=�� and at the outer radius �r̃=1� become

Ĥ1,r
I ��� = Ĥ1,r��� + M̂1,r��� , �44�

Ĥ1,�
I ��� = Ĥ1,���� , �45�

Ĥ1,��1� = 0. �46�

Evaluating the integration constants, the complex-amplitude
magnetic-field components are

Ĥ1,� =
j2�i�

2�1 − r̃−2�
�2 + �i�1 + �2��2 , �47�

Ĥ1,r =
− 2�i�

2�1 + r̃−2�
�2 + �i�1 + �2��2 . �48�

The corresponding first-order complex amplitude magnetization
components are obtained from Eq. �41� and are

M̂1,� = j� 2�i
2�2

�2 + �i�1 + �2��2 �1 − r̃−2� −
�i�1 + �r−2�

1 + �
� , �49�

M̂1,r =
− 2�i

2�2

�2 + �i�1 + �2��2 �1 + r̃−2� +
�i�1 − �r̃−2�

1 + �
. �50�

2.4.2 First-Order Magnetic Body Force and Body Couple.
The scaled magnetic body force term, to first order in �, is given
by

f̃1 = M̃0 · �H̃1 + M̃1 · �H̃0. �51�

As it was pointed out in the zeroth-order problem, only the body
force’s � component

f̃1,� = M̃0,r
�H̃1,�

�r̃
+ M̃0,��1

r̃

�H̃1,�

��
+

H̃1,r

r̃
	 + M̃1,r

�H̃0,�

�r̃

+ M̃1,��1

r̃

�H̃0,�

��
+

H̃0,r

r̃
	 , �52�

is relevant in the analysis. By substituting the zeroth- and first-
order magnetic field and magnetization components, it can be

shown that f̃1,� is given by a time-invariant component and an
oscillatory contribution that may be expressed as the gradient of a
scalar potential. Only the time-invariant component, correspond-
ing to the time-averaged �-directed magnetic body force
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� f̃1,��t =
2�i�

2r̃−5

�1 + ��2 , �53�

is relevant in the analysis that follows, as the scalar potential term
would be absorbed into the dynamic pressure in the momentum
equation.

Next, we evaluate the first-order magnetic body couple

l̃1 = �M̃0 � H̃1 + M̃1 � H̃0� , �54�

which, on substitution of the respective magnetic quantities, yields

l̃1,z = �i

�1 + �r̃−2��1 − �r̃−2�
�1 + ��2 . �55�

2.4.3 First-Order Linear and Spin Velocity Fields. In the
zeroth-order problem, both the magnetic body force and body
couple were zero individually; hence, the zeroth-order transla-
tional and spin velocities were zero. In the first-order problem, we
find a similar situation because the magnetic “momentum source”
term in the � component of the linear momentum equation �42�
can be shown to be zero by taking the curl of the first-order body
couple �55� and combining with �53� to show that


M̃ · �̃H̃ +
1

2
�̃ � �M̃ � H̃��

�

= 0. �56�

With both cylinders stationary, the resulting first-order transla-
tional velocity is zero

ṽ1,� = 0. �57�

Here, however, the first-order spin velocity is not zero, as can be
verified through equation �43�. The resulting first-order spin ve-
locity is

�̃1,z =
1

4

�



Ma�i

1 − �2r̃−4

�1 + ��2 . �58�

2.4.4 First-Order Torque. As seen above, the zeroth- and first-
order solutions predict zero translational flow; hence, the rate of
strain tensor in the symmetric part of the ferrofluid’s Cauchy
stress is zero. However, a nonzero first-order body couple results
in a nonzero first-order spin velocity, which in turn indicates that
the corresponding antisymmetric stress component must result in
a torque contribution. The antisymmetric component of the stress
is given by

Ta = 1
2� · Tx, �59�

where Tx=2
���v−2�� is the antisymmetric vector of the
stress. The relevant component resulting in a z-directed torque
with respect to the inner cylinder axis is Tr�

a , given by

Tr�
a =

1

2
�r�zTz = 
��� � v�z − 2�z� . �60�

To first order, the curl of the velocity is zero, whereas the spin
velocity is given by �58� multiplied by the perturbation parameter
�=� f�. Substituting these into Eq. �60�, integrating the z-directed
torque over the internal cylinder surface, and using the definitions
for �, the Mason number, and the perturbation � parameter yields

Lz =�
0

2��
0

l

Tr�
a R2d�dz = −

4�0�i�1 + �i�K2��RI
2l�

�2 + �i�1 + �2��2 � f�

+ O�� f
2�2� , �61�

where l is the inner cylinder height. Substituting K by the rms
magnetic-field amplitude Hrms=K /�2 results in

Lth = −
8�0�i�1 + �i�Hrms

2 ��RI
2l�

�2 + �i�1 + �2��2 � f� + O�� f
2�2� , �62�

which is the expression given by Rinaldi et al. �5�. Note that Hrms
corresponds to the rms magnetic field in the stator gap in the
absence of ferrofluid.

3 Ferrofluid Characterization
Water-based ferrofluid �EMG 705� was obtained from Ferrotec

Corporation �Nashua, NH, USA�. Fluid characterization and all
experiments described below were carried out while the ferrofluid
was colloidally stable. Ferrofluid with a lower particle volume
fraction was obtained by diluting EMG 705 using deionized water.
Mass density was determined gravimetrically. The shear viscosity
was measured using a STRESSTECH HR rheometer �ATS Rheo-
systems, Bordentown, NJ, USA� with double-gap geometry in a
shear rate range of 10–110 s−1. The ferrofluid showed Newtonian
behavior under these conditions. The magnetic properties of the
ferrofluid were measured using a MPMS-XL7 SQUID �supercon-
ducting quantum interference device� magnetometer �Quantum
Design, San Diego, CA, USA� at 300 K. The results are presented
in Fig. 1, where abscissa corresponds to internal magnetic field
which can be obtained from external magnetic field using the
relation, Hi=He−DM with a demagnetization factor D of 0.5 �32�.
In Fig. 1, the inset shows the linear relation between magnetiza-
tion and applied field at low magnetic-field amplitude. From the
high-field asymptote of the magnetization curve, using the Lange-
vin equation �18�, we obtained values for the saturation magneti-
zation MS of the ferrofluids. The magnetic volume fractions were
estimated using the relation MS=Md, and a value of 446 kA/m
for the domain magnetization of magnetite. The initial suscepti-
bility of each fluid was obtained from the low field slope of the
magnetization curve. These results are summarized in Table 1.

Assuming a log-normal particle size distribution, the median
particle diameter and geometric deviation were determined using
two methods: �i� using the low- and high-field asymptotes of fluid
magnetization as described by Chantrell et al. �33�, and whose
expression are given, respectively, by

Fig. 1 Magnetization curve for the water-based ferrofluid „Fer-
rotec EMG 705…. The inset shows the low field response of the
ferrofluid.

Table 1 Physical and magnetic properties at room tempera-
ture for EMG 705 and its dilution

Ferrofluid
	

�kg/m3�
�

�N sm−2�
�oMs
�mT�  �i

EMG-705 1220 2.49�10−3 21.9 0.039 4.99
EMG-705
�diluted�

1120 1.67�10−3 10.1 0.018 1.28
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Dpgv = 
 18kBT

��0Md

� �i

3MdH0
�1/3

, �63�

ln �g =
1

3

ln�3�iH0

Md
	�1/2

, �64�

where H0 corresponds to the extrapolated intercept with the ab-
scissa of a plot of M versus 1/H at high fields, and �ii� from direct
measurements of particle diameter by TEM �Fig. 2�. The method
of Chantrell et al. �33� yields the volume median diameter Dpgv,
whereas TEM measurements yield the number median diameter
Dpg. The two are ideally related by the expression

ln Dpgv = ln Dpg + 3 ln2 �g, �65�

where �g is the geometric deviation. Because of the existence of a
“magnetically dead” layer on the nanoparticle surface, the volume
median diameters and geometric deviations determined from mag-
netic measurements and TEM cannot be expected to agree exactly,
but should be in the same order of magnitude. The estimated
values for median particle diameter Dpgv are summarized in Table
2.

It is of interest to estimate the effective Brownian and Neel
relaxation time, taking into account the effect of particle polydis-
persity. In a system of noninteracting particles, the magnetic re-
laxation of particles of different diameters is expected to occur in
parallel. This motivates us to define an effective Brownian relax-
ation time through the expression

�̄B 
�
0

�
nv�Dp�
�B�Dp�

dDp�−1

=
��0

2kBT
Dpgv

3 exp�−
9

2
ln2 �g	 ,

�66�
and an effective Neel relaxation time

�̄N 
�
0

�
nv�Dp�
�N�Dp�

dDp�−1

, �67�

where nv�Dp� is the lognormal particle volume distribution func-
tion and

�B =
3�0Vh

kBT
and �N =

1

f0
exp�KVc

kBT
	 , �68�

are the Brownian rotational relaxation time of a single particle of
hydrodynamic volume Vh=��Dp+2��3 /6 and the Neel relaxation
time, respectively. In �68�, f0 is a characteristic frequency of the
magnetic material �18�, K is the magnetocrystalline anisotropy
constant of the magnetite nanoparticles for which the value used
was 78 kJ/m3 �34�, and Vc is the magnetic volume. In deriving
Eq. �66�, we have assumed the particle hydrodynamic diameter to
be the same as the particle core diameter Dp �i.e., �=0�. The
effective Neel relaxation time �̄N was estimated through numerical
integration in Eq. �67�. The effect of an adsorbed surfactant layer
� on the effective relaxation time can be accounted for in �66� by
performing a numerical integration, with similar qualitative and
quantitative results. The physical relevance of Eqs. �66� and �67�
is that they illustrate the effect of particle polydispersity �charac-
terized by the geometric deviation �g� in decreasing the effective
Brownian and Neel relaxation times of the collection of magnetic
nanoparticles. Table 2 shows values of both effective relaxation
time for our ferrofluid, calculated using Eqs. �66� and �67�, and
the size distribution parameters obtained from TEM. In what fol-
lows, the diameters determined from TEM, rather than the mag-
netic diameter, are used in calculations of particle size as the
former represent the actual physical particle size, whereas the lat-
ter are subject to error due to the assumed value of the domain
magnetization �the bulk value of magnetite is used� and the exis-
tence of the so-called magnetically dead layer on the surface of
the particles.

The speed of sound in the ferrofluid was determined to be
1450 m/s by measuring the time required for a pulse to traverse a
known distance. In ferrofluids, Sawada et al. �35� and Motozawa
et al. �36�, demonstrated that an applied magnetic field has a slight
effect on the speed of sound, so small as to be negligible in our
experiments.

4 Apparatus and Experimental Method

4.1 Torque Measurements. Torque measurements were
made using a rotational viscometer �Brookfield Engineering Labo-
ratories, model LV-III+, Brookfield, MA, USA� as a torque meter,
with a full-scale range of −6.73 �Nm to 67.3 �Nm. The viscom-
eter measures the torque necessary to keep a spindle, submerged
in a fluid, rotating at a constant angular velocity �including zero
rotation�. Standard spindles are made of stainless steel, which
would be subject to induced eddy currents and torques in the
presence of a rotating magnetic field; hence, we replaced them
with custom polycarbonate spindles.

The relevant dimensions of the apparatus are the inner �spindle�
and outer �container� radii, RI and RO, respectively, and the sub-
merged spindle length l. Four values of the radial aspect ratio �
=RI /RO were studied: �1=0.32 �RI=9.36 mm and RO
=29.62 mm�, �2=0.52 �RI=12.70 mm and RO=24.64 mm�, �3
=0.64 �RI=19.05 mm and RO=29.62 mm�, and �4=0.77 �RI
=19.05 mm and RO=24.64 mm�. The submerged spindle length
was l=58.42 mm for all experiments. The polycarbonate con-
tainer was centered in the gap of a two-pole, three-phase induction

Fig. 2 TEM image of magnetite nanoparticles in the water-
based ferrofluid „Ferrotec EMG 705…

Table 2 Estimated magnetic particle diameters and relaxation
times at room temperature for EMG 705 and its dilution

Ferrofluid
Dpgv

a

�nm� ln �g
a

Dpgv
b

�nm� ln �g
2b

�̄B
c

�s�
�̄N

d

�s�

EMG-705 14.9 0.535
20.1 0.288 2.1�10−6 4.4�10−5

EMG-705
�Diluted�

12.4 0.525

aDetermined using Eqs. �63� and �64�, respectively.
bObtained from TEM image analysis.
cDetermined using Eq. �66� and Dpgv determined from TEM.
dDetermined using Eq. �67� and Dpgv determined from TEM.
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motor stator winding, and subsequently, the spindle was centered
inside the container. In all experiments, the angular velocity of the
inner spindle was set to zero.

A rotating magnetic field was obtained by exciting the two-pole
three-phase winding using balanced three phase currents each
with 120 deg phase difference from each other. We do this by
grounding one phase, exciting the remaining two phases with
equal amplitude sinusoidal voltages at ±60 deg phase difference,
and letting the neutral point float. This results in balanced three
phase currents in the windings to create clockwise or counter-
clockwise rotating magnetic fields. The amplitude, frequency, and
direction of the field can be controlled using the signal generator
or linear amplifier gain. The length and diameter of the stator
winding were 68.58 mm and 78.74 mm, respectively.

Measurements of the magnetic fields produced by the stator,
with and without ferrofluid in the cylindrical container, were made
using a gaussmeter �Sypris Test & Measurement, Orlando, FL,
USA� with a three-axis probe �model ZOA73�. From these mea-
surements, it was determined that the stator produces a magnetic
field of 4.54 mT rms per ampere rms of input current in the ab-
sence of the ferrofluid. The radial field in-homogeneity of the
magnetic field amplitude was determined to be 2.2% from axis to
outer container radius at midheight, with a maximum of 6% at the
top of the container, while axial field in-homogeneity was �4%
from middle to 3/4 height and 21% to top, along the gap axis.

In all experiments, the direction of the rotating field was set
counterclockwise in order to obtain positive torque measurements
and thereby utilize the full instrument range. Reversing the field
rotation direction merely reversed the direction of torque and flow.

The torque required to restrain the spindle from rotating was
measured for field frequencies from 25 Hz to 500 Hz and field
amplitudes from 0 mT to 17.0 mT rms, for the four different val-
ues of the aspect ratio �. This series of measurements was made
for the EMG 705 ferrofluid and its dilution. Figure 3 presents
typical measurements of torque as a function of applied magnetic
field amplitude and frequency for the EMG-705 ferrofluid using
two geometric aspect ratios.

4.2 Velocity Profile Measurements. Bulk velocity profiles
were obtained by the UVP technique �14,37� using a DOP2000
ultrasound velocimeter �Signal Processing, Lausanne, Switzer-
land�. This technique allows measurement of velocity profiles in
opaque liquids, such as ferrofluids. An ultrasonic pulse is emitted
periodically from a transducer and sent through the fluid. Echoes
due to tracer particles are recorded by either a separate or the
same transducer. The equipment measures the component of the
velocity vector parallel to the direction of beam propagation v�,
with the spatial location being determined from the time delay
between emitted burst and recorded echo, and the magnitude of
velocity being determined from the correlation of the random
echo signals from a pulsed emission train �37�. The velocity signal
is positive when tracers are moving away from the probe. Assum-
ing that flow is purely in the azimuthal direction the relation be-
tween parallel and azimuthal component is given by

v� = v� cos � . �69�

From the geometry of the problem, illustrated in Fig. 4, cos � can
be expressed as a function of the radius of the external cylinder
RO and the angle � between the propagation direction of the ul-
trasonic beam and the diagonal of the cylinder resulting in cos �
=RO sin � /r. Replacing this expression in Eq. �69�, the azimuthal
component v� of the velocity can be related to the measured ve-
locity v� by

v� = v�

�RO
2 + x2 − 2ROx cos �

RO sin �
. �70�

Because the magnetite particles suspended in a ferrofluid are too
small to produce a UVP signal, we used polyamide powder as a
tracer. These microparticles had mean diameter of 15–20 �m and

density of 1.13 g cm−3. Minute amounts were used, such that the
estimated weight fraction of tracer particles was �0.00015. Using
such low tracer fractions ensures that the measured profiles are
representative of the ferrofluid flow, avoiding other phenomena,
such as is found in so-called inverse ferrofluids �38–41�. Our
transducers had an emission frequency of 4 MHz, a diameter of
8 mm, and a length of 10 mm. We used a pulse repetition fre-
quency of 200 Hz, taking 100 emissions per profile and averaging
over 70 profiles to obtain our reported results. These conditions
ensured a spatial resolution of 0.36 mm along the beam propaga-
tion direction and a maximum measurable velocity of

Fig. 3 Torque required to restrain the spindle from rotating
when surrounded by ferrofluid filling the annular space be-
tween the spindle and outer container, as a function of
magnetic-field amplitude and frequency, and for radial aspect
ratios of „a… �1=0.32 and „b… �2=0.52

Fig. 4 Sketch of experimental geometry used to obtain the re-
lation between parallel and azimuthal velocity components in a
cylindrical container, assuming there is no radial flow
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18.12 mm/s. The spatial resolution transverse to beam propaga-
tion is set by the diameter of the emitter element and was �3 mm
in our experiments.

Velocity profiles were measured for the ferrofluid contained in
the annular space between a cylindrical container of 49.4 mm i.d.
and solid cylinders of 18.7 mm diameter �wall-to-wall distance of
15.35 mm� and 10 mm diameter �wall-to-wall distance of
19.7 mm�. Our apparatus design, illustrated in Fig. 5, permitted
simultaneous measurement of velocity profiles relative to ultra-
sonic beams propagating at three distinct angles �using three
transducers� relative to the diagonal. The container and spindle
were made of polycarbonate, in this case to avoid internal reflec-
tions inside the wall, which would produce atypical saturation of
the transducer. A cover was used to eliminate the free surface and
thereby avoid interfacial effects which could confound our
measurements.

The rotating magnetic field was generated using the three-
phase, two-pole magnetic induction motor stator winding de-
scribed above. Experiments were carried out for field frequencies
between 20 Hz and 120 Hz and amplitudes between 8.3 mT and
14.3 mT. The experiments were carried out at time intervals to
avoid temperature increases of �2°C.

The limitations of the UVP method are the inability of obtain-
ing measurements within 5 mm to 8 mm of the ultrasonic trans-
ducer and inaccuracy in the velocity measurements at the far wall
�in the boundary of the container�. The first limitation is due to
saturation of the transducer receiver because the same probe acts
as emitter of the acoustic signal. The second limitation arises be-
cause the ultrasonic beam is reflected by the far wall, introducing
errors in the measured velocity.

In the first series of experiments, transducers were placed at
half the height of the container and a cover was used to suppress
surface driven flow. Three transducers, at angles of 7.1 deg,
11.7 deg, and 14.2 deg, were used and a counterclockwise rotat-
ing field was applied such that a positive velocity measurement
implied corotation of field and fluid. Figure 6 shows the velocity
profiles for frequencies of 25 Hz and 80 Hz and applied magnetic
field amplitude of 8.3 mT rms for EMG 705. Clearly, bulk flow is
observed with both cylinders stationary, contrary to the predic-
tions of �2,4� and the analysis given above. We measured the
radial temperature gradient during the experiment and found
variations of �0.2°C. In order to do this, one thermometer was
placed in the middle of the annular space and two thermometers
were placed adjacent to the inner and outer cylinder walls. Mea-
surements were taken for time intervals equal to that required to
obtain a velocity profile, for the range of frequencies and ampli-
tudes of the applied magnetic field. As can be observed in Fig. 6,
the annular bulk flow is unidirectional in the same direction of
field rotation. This observation is in contrast with the surface ve-

locity profile measured by Rosensweig et al. �3�, where the flow
changes direction in the annular space. In addition, velocity pro-
files taken with different probe angles superimpose one another,
confirming that the flow is predominantly azimuthal. Finally, as
can be seen in Fig. 6 and in all measured velocity profiles, the
velocity is fairly uniform in the gap, which is indicative of the fact
that azimuthal field inhomogeneities due to the use of an imper-
fect two-pole stator winding are not responsible for the observed
flow. If they were, one would expect the fluid to be accelerated
close to the outer cylinder �where the effects of azimuthal inho-
mogeneities in the winding would be relevant� and monotonically
decelerate to zero velocity at the inner cylinder. The velocity pro-
files show that this is clearly not the case.

Another series of experiments studied the variation of velocity
profile with axial position by using probes at h, �3/4h�, �1/2h�,
and �1/4�h �h�63.5 mm being the container height�. Simulta-
neously, the axial velocity profiles were measured using a probe
placed in the middle of the annular space. Figure 7�a� shows that
the velocities measured at the middle of the container are slightly
higher than those measured at �1/4h�, �3/4�h, and h. This slight
variation is not due to misalignment of the inner spindle axis with
the outer container and stator axis as we have used three probes
placed at 120 deg from each other to verify that the flow does not
have an azimuthal variation as would be expected with an eccen-
tric inner cylinder. We therefore attribute the slightly higher ve-
locity in the middle to the effect of viscous drag exerted by the top
and bottom surfaces of the container. Figure 7�b� shows that the
axial velocity is negligibly small compared to the azimuthal ve-
locity. The observation of negligible axial velocity is indicative
that though the magnetic field generated in the stator varies by as
much as 21% along the vertical axis �4% throughout most the
fluid�, this variation does not induce appreciable flow in the axial
direction.

Figure 8 shows the effect of frequency on velocity profiles mea-
sured at a magnetic field amplitude of 12.5 mT, and the effect of
magnetic field amplitude and inner cylinder radius on velocity
profiles for a magnetic field frequency of 80 Hz. As can be noted
from Fig. 8�b�, under similar conditions the ferrofluid contained in
the narrower annular gap was observed to rotate at a faster rate.
This is counterintuitive, as one would expect the flow to be re-
tarded as the surface-to-volume ratio in the gap increases. Similar
observations were made for the free surface driven flow by
Rosensweig et al. �3�. Their observations can be explained by
considering that the surface flow is induced by a narrow region
close to the container wall, corresponding to the meniscus region,
in which the interfacial balance of asymmetric stresses induces
fluid motion. In our experiments, however, no such free surface

Fig. 5 Illustration of the experimental setup for measuring
torques and velocity profiles of ferrofluids filling an annular
space and subjected to a rotating magnetic field. Left: Annular
container with ultrasonic transducers located inside a two-pole
induction motor stator. Right: Top view showing transducers at
different incident angles. The transducers are separated from
the ferrofluid by a thin polycarbonate wall.

Fig. 6 Velocity profile for ferrofluid filling the annular gap be-
tween stationary coaxial cylinders obtained with three trans-
ducers at different angles with respect to the diagonal and
magnetic field amplitude of 8.3 mT rms. The external radius is
24.64 mm, and the internal radius is 9.4 mm.
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exists. One possible explanation for our observations is that what-
ever causes the flow is limited to a fluid layer close to the con-
tainer walls. This is the case in the spin-diffusion analysis used by
Zaitsev and Shliomis �8� to explain the phenomenon of spin-up
flow of a ferrofluid in a cylindrical container with a rotating uni-
form magnetic field. Our recent measurements of bulk flow in that
situation �9� are in qualitative agreement with the analysis of Zait-
sev and Shliomis �8�. However, the spin viscosity term, which is
an essential element of the analysis, is commonly regarded to be
negligibly small.

5 Scaling Analysis of Torque and Flow Measurements
Since the angular velocity of the spindle was set to zero in our

experiments, the torque measured by the viscometer should cor-
respond to the result given by Eq. �62�. This torque is due to the
viscous shear stress on the spindle resulting from the magnetic-
field induced flow of the ferrofluid around the spindle. Because
the viscous stress tensor in ferrofluids is asymmetric in the pres-
ence of rotating fields, this shear stress has two contributions,
illustrated in Fig. 9. As the particles rotate counterclockwise, a
clockwise torque is induced on the spindle, corresponding to the
antisymmetric component of the stress �Fig. 9�a��. As the fluid
corotates with the field a counterclockwise torque is induced on
the spindle, corresponding to the symmetric component of the
stress �Fig. 9�b��.

In our experiments, the antisymmetric stresses dominate. This
can be verified by estimating the contribution of the symmetric
stresses to the torque by assuming that the velocity goes from a
measured value U to zero in a boundary layer of thickness �t close
to the inner cylinder. The corresponding torque is 2�RI2l��S�RI

,

where we assume a linear velocity profile to estimate the symmet-
ric stress �S=�U /�t. As an example, for a measured velocity of
15 mm/s and RI=4.9 mm, corresponding to the conditions of Fig.
8�b�, assuming the velocity goes to zero linearly in a layer of
thickness �t=1 mm, the contribution of the symmetric stress is
estimated to be 0.32�Nm, which is negligibly small in compari-
son to the measured torques ��30 �Nm�.

Figure 10 shows torque measurements Lexp normalized using
the theoretical torque Lth according to Eq. �62� as a function of the
dimensionless field frequency � f�, and as a function of magnetic
field amplitude, made dimensionless using the Langevin param-
eter �. Comparison of the results for the various aspect ratios and

Fig. 7 Velocity profiles in the „a… azimuthal direction using
fixed transducers placed at four different heights „h
=63.5 mm… of the container for 60 Hz frequency and 8.3 mT rms
amplitude of the applied magnetic field, and „b… in the axial
direction obtained using a transducer placed in the cover of the
container in the middle of the annular gap „r=17.2 mm…. The
external radius is 24.64 mm, and the internal radius is 9.4 mm.

Fig. 8 Velocity profile dependence on „a… magnetic field fre-
quency with constant amplitude of 12.5 mT rms and on „b…
magnetic field amplitude with constant frequency of 80 Hz. In
„b…, profiles are shown for two distinct inner cylinder radii, with
dashed lines added to aid in distinguishing between the two
inner and outer radii. In „a… and „b…, the external radius is
24.64 mm. In „a…, the internal radius is 9.4 mm.

Fig. 9 Phenomenological model of ferrofluid torque on cylin-
drical walls in a rotating magnetic field H: „a… Axially directed
torque induced by rotation of magnetic nanoparticles and „b…
torque produced by viscous shear stress at the spindle due to
magnetic field induced flow
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for two volumetric fractions shows that the dimensionless torque
collapses the data set well. The dispersion seen at low fields cor-
responds to the lowest torques, which are most susceptible to
measurement error. As can be seen in Fig. 10, the normalized data
are close to order unity �1–10�, indicating that Eq. �62� predicts
the right order of magnitude for the torque. Because the only
estimated parameter in using Eq. �62� is the Brownian relaxation
time, this is an indication that our estimated values, shown in
Table 2 are of the right order of magnitude. The torque measure-
ments show a power-of-one dependence on magnetic field fre-
quency and amplitude. Equation �62� predicts a power-of-one de-
pendence with field frequency, but a power-of-two dependence
with field amplitude. However, Eq. �62� is strictly applicable in
the linear magnetization limit, for which the field is small and the
Langevin parameter much smaller than unity. As can be seen in
Fig. 10�b�, our experiments were carried out at moderate field
amplitudes, for which the Langevin parameter is of order unity;
hence, saturation effects will have begun to affect the field ampli-
tude dependence of the torque. It is expected that as the fluid
magnetically saturates the torque dependence with field amplitude
should decrease to power unity.

A similar scaling analysis was made for the velocity using the
value at r=17.2 mm for all profiles obtained. The characteristic
velocity v��� fRO was used to plot the scaled velocity �ṽ�

=v� /� fRO� as a function of the Langevin parameter in Fig. 11.
The scaled velocity was found to have roughly power-of-one de-
pendence on the applied field amplitude and frequency, in agree-
ment with the torque data. This is an interesting result in light of
the fact that all available analyses, including the asymptotic analy-
sis shown above, predict a negligible azimuthal velocity in the
annular gap when both cylinders are held fixed.

6 Conclusions
Torque and flow measurements demonstrate the existence of

bulk flow of ferrofluid contained in an annular gap and subjected
to a rotating magnetic field, for the case when both cylinders are
held stationary. The experiments were carried out under condi-
tions such that energy dissipation and radial temperature gradients
are negligible. The observation of bulk azimuthal flow with neg-
ligible axial velocity is in stark disagreement with the analysis of
Pshenichnikov and Lebedev �4� and with the asymptotic analysis
presented herein. Both analyses were done in the linear magneti-
zation, zero-spin viscosity limits, and predict zero bulk flow with
both cylinders stationary. Arguably, the asymptotic analysis pre-
sented here could be extended to second order in the perturbation
parameter � however the resulting velocity would be expected to
have a power-of-four dependence with field amplitude. The mea-
surements presented above clearly show that both the torque and
azimuthal velocity have a power-of-one dependence with field
frequency and amplitude. Similar observations were made by
Chaves et al. �9� for the situation of ferrofluid in a cylindrical
container subjected to a uniform rotating magnetic field. In that
case, the only explanation available in the literature which agreed
with the experimental observations was the spin diffusion theory
of Zaitsev and Shliomis �8�. It is likely that the mechanism that
drives the flow in the annular gap experiments reported herein is
the same as that which drives the flow in the experiments reported
by Chaves et al. �9�. Unfortunately, the analysis of Zaitsev and
Shliomis �8� hinges on the existence of couple stresses and the
spin viscosity, which is commonly regarded to be negligibly small
based on dimensional arguments of the hydrodynamic interactions
occurring at the particle scale �42�. Further work is needed to
elucidate if other mechanisms are responsible for the observed
flow, such as spin-magnetization coupling in the magnetization
relaxation �neglected in all analyses discussed above�. Alterna-
tively, other forms of the magnetization relaxation equation
�25–29�, valid far from equilibrium, could be tested.
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Internal Organizational
Measurement for Control
of Magnetorheological Fluid
Properties
Magnetorheological (MR) fluids change their physical properties when subjected to a
magnetic field. As this change occurs, the specific values of the physical properties are a
function of the fluid’s time-varying organization state. This results in a nonlinear, hyster-
etic, time-varying fluid property response to direct magnetic field excitation. Permeabil-
ity, resistivity and permittivity changes of MR fluid were investigated and their suitability
to indicate the organizational state of the fluid, and thus other transport properties, was
determined. High sensitivity of permittivity and resistivity to particle organization and
applied field was studied experimentally. The measurable effect of these material prop-
erties can be used to implement an MR fluid state sensor. �DOI: 10.1115/1.2436588�

Introduction
Magnetorheological �MR� fluids, are part of a class of control-

lable fluids. MR fluids are suspensions of micron-sized magnetic
particles dispersed in a fluid carrier such as a mineral or silicon
oil. In these fluids physical properties of the fluid such as rheo-
logical and thermal transport properties can be changed reversibly,
through the application of an externally applied magnetic field
�1–3�.

The property changes of MR fluids result from alignment of
micron sized iron/magnetic particles into long columns within the
fluid along the lines of the magnetic field in response to an appli-
cation of a magnetic field. The stronger the field the greater the
effect on the properties of the MR fluid such as viscosity. Current
commercial applications of MR fluids include controllable damp-
ing elements using the variable rheology of these fluids �4�, jet
finishing of ultra smooth surfaces �5�, and in torque transfer de-
vices �6�.

The physical properties of an MR fluid change as a nonlinear
time-varying function of applied field driven particle alignment
with the typical hysteresis of magnetic materials. The external
magnetic field applied to the MR fluid causes changes in all physi-
cal properties of the fluid, e.g. electrical conductivity, thermal con-
ductivity �2,3�, permeability �7�, as well as viscosity �1�. If the
MR fluid response can be sensed electrically, then changes in
physical properties can be precisely controlled. This strategy has
been followed by the authors for Electrorheological fluids in 1996
�8,9�,

Winslow �10� is generally credited as the first person to recog-
nize the potential of controllable fluids in the 1940s. The first
electrorheological �ER� fluids patent paper describing the ER ef-
fect. MR fluid discovery can be credited to Jacob Rabinow �11,12�
at the US National Bureau of Standards. Interestingly, this work
was almost concurrent with Winslow‘s ER fluid work. The late
1940s and early 1950s actually saw more patents and publications
relating to MR fluids than to ER fluids. While Rabinow’s work is
largely overlooked today, Winslow discussed the work on MR
fluids going on at the National Bureau of Standards in his seminal
paper on ER fluids �10�.

The transient and steady-state behavior of MR fluids has been

investigated extensively. Fluid viscosity is very sensitive to
changes on external magnetic fields �13–15�. Viscosity depen-
dence on particle concentration, particle shape, size, and material
in combination with several carrier fluids have been evaluated.
Because MR fluid viscosity changes are large, most applications
exploit these changes to produce various designs of controllable
damping or torque conversion devices �4,6�.

Control of the viscosity in current MR devices is performed by
direct excitation of the external magnetic field. The nonlinear,
hysteretic, time-varying response of the fluid is an obstacle to
precision viscosity control despite the fast response time. Control-
ling the external magnetic field yields a fast but imprecise re-
sponse of the fluid. To design for high-speed precise control, a
more sophisticated strategy for the control of the fluid response is
required.

The MR fluid organizational state is the level of geometrical
organization of particles in the fluid. The magnetorheological ef-
fect was demonstrated in the view of an optical microscope with a
low concentration �3% estimated�. MR fluid suspension under a
magnetic field applied from 0 kA/m to 40 kA/m was observed.
The nonenergized state of the fluid �Fig. 1�a��, shows a random
orientation and positioning of particles. When energized with a
magnetic field, H, the MR fluid shows particle organization pat-
terns parallel to the flux lines of the magnetic field �Figs.
1�b�–1�f��. The particle organizational state of the fluid is indica-
tive of the induced interparticle magnetic forces generated by the
applied magnetic field. An important fact is that for MR fluids, the
ability to physically observe the chaining process is reserved only
for low concentrations of particles, which we do. To date, no
experiments have been devised to directly observe chaining of
MR fluids when high particle concentrations are present. We will
therefore relate our work directly to low concentration applica-
tions, but direct observation towards what is expected at high
concentrations based on our experiences with ER controllable flu-
ids.

The physical properties of the fluid are functions of the particle
organizational state of the fluid, physical properties of the par-
ticles, and the magnetically induced forces between them. Con-
ceptually, the particle organizational state, x, of the MR fluid com-
bined with the applied field input, B, governs the time rate of
change of organizational state, dx /dt, of the particles in the fluid.
The resulting combination of organizational state and applied field
then governs all of physical property values, y
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ẋ = f�x,B�
�1�

y = g�x,B�
A measurable effect representative of the state of the fluid must

be identified to implement a sensor of particle organizational state.
The state descriptor property should be sensitive to changes in
internal particle organizational state and easy to implement in real
devices. Sensitivity of three magnetoelectric properties: resis-
tance, inductance, and capacitance will be tested and their suit-
ability for use in describing other properties will be evaluated.

Experimental Apparatus
Three properties that react to the external field were considered

for evaluation in the present study: inductance, capacitance, and
resistance. The first property studied was the inductance because it
would give the possibility of using the same electric circuit that
generates the field, thus avoiding the need for an additional sec-
ondary circuit. Capacitance and resistance of a secondary circuit
connecting the MR fluid in series was used to test their response
to changes in applied field.

The device used to generate the magnetic field for all experi-
ments was a magnetic core with a MR fluid gap �Fig. 2�. The
magnetic core was made of laminated ferromagnetic material and
had a reduced cross section at the MR fluid gap to concentrate the
field. The fluid was located in thin wall plastic reservoirs to per-
form static fluid measurements. A plastic duct was located through
the gap to carry out measurements with MR fluid flow. A dc
powered positive displacement pump was used to pump the MR
fluid. A dc voltage was applied to the winding to generate the
external magnetic field. The MR fluid used on all the experiments
was the VersaFlow MRX-135CD manufactured by Lord Corpora-
tion. The MR fluid was mechanically mixed before every experi-
ment to ensure homogeneity.

Inductance Testing
To measure magnetic permeability, �, the inductance change in

the drive circuit was evaluated as a function of magnetic field
strength. The inductance of a magnetic circuit is a function of the

permeability of the materials that make up the magnetic circuit,
the number of turns of the winding and of the geometric charac-
teristics of each part of the core. The magnetic circuit includes the
ferromagnetic core and the MR fluid gap. Ohm’s law for magnetic
circuit provides a formula for the total magnetic circuit inductance

L =
N2

l1

�c · A1
+

l2

�c · A2
+ ¯ +

ln−1

�c · An−1
+

lMR

�MR · AMR

�2�

For constant geometric parameters and number of turns, the
inductance is a function of the permeability only. If the permeabil-
ity of the MR fluid, �MR, is sensitive to changes in particle orga-
nization state, a measurable change in inductance would indicate a
change in the state of the fluid, and a measure of the organiza-
tional state of the fluid.

The electromagnetic circuit works as both an actuator and as a
sensor in the above system. The complete circuit includes the
winding �inductance and resistance� and a known resistance resis-
tor �Fig. 3�. A small ac voltage is superimposed on the dc voltage.

Fig. 1 Visualization of particle organization of a magnetorheo-
logical fluid as a function of applied magnetic field strength, H

Fig. 2 MR fluid experimental facilities for measurements of
properties in static and moving fluids

Fig. 3 Schematic diagram of the three voltmeter method to
compute inductance: experimental system, equivalent circuit
diagram, and vector diagram
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This small ac voltage was used only to sense the impedance of the
electrical signal, and it was kept small enough to have discernible
effect on the fluid state. The measurement method used to mea-
sure inductance was the three voltmeter method applied to the ac
component amplitudes �16�. A typical result is the relationship for
inductance

L =
R1 · EZ · cos �

ER · 2 · � · f
�3�

where

cos � =
E2 − ER

2 − EZ
2

2EREZ

This method �Fig. 3� uses three ac amplitudes to compute induc-
tance L, capacitance C, and/or resistance R accurately because it
does not require a difficult direct measurement of phase angle �.

A LabVIEW program was written to acquire the ac measure-
ments required to compute inductance. A Wavetek 12 MHz syn-
thesized function generator and an HP bipolar power supply–
amplifier were used to generate the input voltage. Two Hewlett
Packard 3478As and one Keithey 175 Multimeter were used to
acquire the voltage measurements. All instruments were con-
nected to the computer by general purpose interface bus �GPIB�
connections.

Steady-state inductance measurements were taken with the gap
filled with MR fluid. The dc voltage was increased from 0 to 20 V
to generate magnetic dc fields that ranged from 0 to 128 kA/m. A
100 Hz ac voltage frequency was applied and the amplitude of the
source was kept constant at 0.25 V. This ac amplitude represented
only 1.25% of the full scale dc applied field. This measurement
methodology used small ac field only to monitor changes in in-
ductance as large variations in the dc field resulted in changes in
magnetorheological state.

Inductance measurements were performed with the gap occu-
pied by the static MR fluid, the flowing MR fluid, and air only
�Fig. 4�. The total measured value of inductance is dominated by
the inductance of the ferromagnetic core itself, which showed a
typical saturation curve. The data revealed a 16.7%, 15.0%, and
15.6% decrease in inductance for the air gap, static MR fluid gap,
and flowing MR fluid, respectively, over the entire change of mag-
netic field. The measurements for low field regions �0–30 kA/m�
were stable and repeatable. The higher field region ��30 kA/m�
produced unstable results. The difference associated with the fluid
state in the core’s gap represented only a 16.7%−15.6% =1.9%
change in measured inductance due to MR fluid particle chain
formation. This small change in inductance indicates that mag-
netic permeability is not a strong candidate for organizational state
sensing. The results below were obtained with a more direct
method that demonstrated higher sensitivity to applied field.

Capacitance and Resistance Testing
The MR fluid properties of permittivity, �, and resistivity, �,

were evaluated simultaneously as candidates for state sensor ef-
fectiveness using the same laboratory test system �Fig. 5�. Permi-
tivity and resistivity change of the MR fluid as a function of a
magnetic field was evaluated between two parallel conductor
plates applied directly to the fluid in the MR fluid gap. The plates
and MR fluid formed a parallel plate resistor/capacitor.

Steady state permittivity, �, change affects capacitance of a sec-
ondary circuit as a function of the magnetic field strength. The
capacitance values for a parallel plates capacitor is a function of
the area of the conductors, the distance between them, and the
permittivity of the material filling that space. Capacitance changes
for constant geometry are functions of the permittivity, �, of the
material only

C =
� � A

d
�4�

The resistance value between the plates is a function of the area
of the plates, the distance between plates, and the resistivity of the
MR fluid between the plates

R = � ·
d

A
�5�

Two electrical circuits �Fig. 6� were used to perform these mea-
surements: the actuator circuit and the sensor circuit. The actuator
circuit was an HP power supply that produced a dc actuation field.
A Wavetek function generator and another HP power supply/
amplifier generated the ac actuation fields. The sensor circuit con-
nected the two parallel plates located in the MR fluid with a con-
stant separation between them. The sensor circuit was connected
to a Fluke RCL meter used to measure series and parallel equiva-
lent capacitance and resistance. The Fluke RCL meter applied a

Fig. 4 Initial measured inductance versus applied field results
showing an external, indirect, sensor yields small measured
changes in inductance

Fig. 5 Schematic diagram of experimental facility for capaci-
tance and resistance measurements

Fig. 6 Schematic diagram of equipment setup for MR fluid ca-
pacitance and resistance measurements
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small ac field to the secondary circuit and used this ac circuit to
measure changes in capacitance and resistance across the plates.

Capacitance Measurements
As stated previously measurements were taken with the plates

inside the MR fluid. The plates were carefully positioned parallel
to each other and perpendicular to the field lines. 20 mm plates
and 28 gage wires were tested. Using a parallel equivalent capaci-
tance model, measurements �Fig. 7�, showed an increase of 44.4%
and 113% for a total increase of 340 kA/m of the applied field for
the wires and plates, respectively. A correlation factor of 0.9852
and 0.9851 for a linear regression analysis belong to the two cor-
responding sets of data although the plate data show a saturation
curve trend. Using a series equivalent capacitance model, mea-
surements �Fig. 8� showed no change in capacitance for the wire
capacitor and a 28.2% increment for the plate capacitor. Linear
regression on these showed 0.030 and 0.9620 correlation factors,
respectively. It should be noted that in this work correlation fac-
tors are employed to provide information on both repeatability
and reproducibility. As expected, the larger cross sectional area
made plate capacitance measurements more sensitive to changes
in magnetorheological fluid response.

Resistance Measurements
Measurements using a parallel equivalent resistance model for

the MR fluid with the plates placed along the magnetic field �Fig.

9�, showed a 1.4% resistance decline between 28 AWG wires and
a 44.1% resistance decrease between 20 mm plates over the
340 kA/m variation on the applied magnetic field. Correlation
factors of 0.381 and 0.993 were computed for the linear regression
of both sets of data, respectively. Measurements using a series
equivalent resistance model �Fig. 10� showed a 17.2% decrease
between 28 AWG wires and a 40.5% decrease between the 20 mm
plates over the 340 kA/m increase of the applied field. Correla-
tion factors of 0.995 and 0.992 were computed for the linear re-
gression of both sets of data, respectively.

Resistance measurements with the plates placed across the field
showed no change over the a 340 kA/m increase in the applied
field in either parallel or series equivalent circuits. Capacitance
with the plates across the field showed no change for a parallel
equivalent measurement and showed a 2.8% increase over the
340 kA/m change on the applied field for a series equivalent mea-
surement. These measurements demonstrate the ability to measure
the directional orientation of field induced internal structure and
hence the directionality of the internal organization state of MR
fluids.

Sensitivity of Inductance, Resistance, and Capacitance
Sensitivity of the three measured electric properties as a func-

tion of the applied field was investigated. Sensitivity was com-

Fig. 7 Measurements of parallel equivalent capacitance of the
MR fluid as a function of applied field

Fig. 8 Measurements of series equivalent capacitance of the
MR fluid as a function of applied field

Fig. 9 Measurements of parallel equivalent resistance of the
MR fluid as a function of applied magnetic field

Fig. 10 Measurements of series equivalent resistance of the
MR fluid as a function of applied magnetic field
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puted as the ratio of the total increment of every one of these
properties over its average value to the total variation in applied
field over its average value

SH
Q =

�Q2 − Q1� · �H2 + H1�
�H2 − H1� · �Q2 + Q1�

�6�

The measured sensitivity for inductance measurements showed
the lowest sensitivity to applied field, SH

L =0.004 �Table 1�. The
MR fluid resistance connected in series showed sensitivity to ap-
plied field, SH

R =−0.2542. The sensitivity of the capacitance to ap-
plied field, SH

C =0.361, was the highest. Although the highest cor-
relation factor for a linear regression analysis of all sets of data
belongs to the resistance, the repeatability of the measurements is
demonstrated by the correlation factors above 0.95 for all mea-
surements in the table.

Permeability, permittivity, and resistivity are the material prop-
erties sensed by the inductance, resistance, and capacitance
changes, respectively. These changing properties reflect changes
in the particle state organization. Using inductance measurements,
the computed relative permeability increased from 31.5 to 31.76.
Using resistance measurements, the resistivity was larger and de-
creased from 148 k� m to 88 k� m. Using capacitance measure-
ments, the relative permittivity was the largest and increased from
65 to 138.

Conclusions and Recommendations
Sensitivity of inductance, resistance, and capacitance of a Ver-

saFlow MRX–153CD MR fluid to changes in magnetic field was
investigated in order to determine their suitability for use as an
MR fluid state sensor. Changes in inductance, resistance, and ca-
pacitance reflect associated changes in the material properties:
permeability, resistivity, and permittivity. Sensitivities to field
variation for these properties were demonstrated for fields up to
340 kA/m. Large dc magnetic fields were applied to excite
changes in magnetorheological fluid properties while small ac
magnetic fields were used to sense the changes in the electrical
properties of the fluid. The Inductance of the MR fluid core under
magnetic fields in the range of 0–30 kA/m showed a very low
sensitivity of SH

I =0.004 Unstable and unpredictable inductance
values were obtained for higher fields. These results indicated that
inductance is a poor candidate for a magnetorheological state sen-
sor.

Resistance and capacitance measurements showed a stronger
sensitivity to applied field. Resistance sensitivity was of SH

R =
−0.254. Capacitance showed highest sensitivity of SH

C =0.361. The
applied field ranged from 0 to 340 kA/m for capacitance and re-
sistance measurements. The relative magnitudes of these mea-
sured changes �Fig. 11� demonstrate that permittivity is most
strongly affected by particle organization and is the most likely
candidate for a state sensor, followed closely by resistivity.

Inductive sensing is not attractive because inductance change
has a small sensitivity to both internal particle organization and
low applied fields. Under higher fields unstable measurements
were obtained. Real MR fluid devices will always have an elec-
tromagnetic circuit with a very small MR fluid gap. Because of

this geometry, the total inductance measured will be dominated by
the inductance of the non-MR fluid portion of the electromagnetic
circuit, i.e., the ferromagnetic core, making changes in MR fluid
permeability even more difficult to detect.

Resistance and capacitance sensor circuits are highly sensitive
to both applied magnetic field and particle organization, and pro-
vide an accurate measure of MR fluid internal state. Parallel con-
ductor plates placed normal to field lines gave the most predict-
able signal and had the highest sensitivity. Resistance and
capacitance sensors have a big advantage over traditional shear
rate sensing used to compute viscosity where fluid movement is
required because they provide accurate measures of particle orga-
nization state for both static and moving fluid. The correlation
factors found over a large number of independent measurements
�Table 1� varied between 0.953 and 0.992 indicating the reproduc-
ibility and repeatability of the measurements.

As has been demonstrated in many studies of controllable flu-
ids, most notably ER fluids �e.g., Refs. �14,17��, the organizational
state of the controllable fluid is directly related to physical trans-
port properties. While viscosity is the most observed transport
property, thermal conductivity is also significantly controlled by
the organizational state. It is not unreasonable to expect the same
general behavior of non-Newtonian behavior in viscosity and a
strong increase in thermal conductivity resulting from an increase
in particle chaining or organizational state. The yield stress in the
viscosity measured by many does not reveal any significant
change in the properties directly measured in this study. This sug-
gests that the transport properties such as thermal conductivity
exhibit a similar smoothness or change in property as a result of
flow. Thus, the present study suggests the need for confirming
experiments to confirm this, no matter how difficult the experi-
ment may be.

In concluding, it is important to discuss application of the

Table 1 Sensitivity of magnetic and electric properties of the MR fluids to strength of applied
magnetic fields

Property Range
Applied field H

�kA/m�
Sensitivity

SH
* Correlation

Inductance �mH�
Relative permeability

4.84–4.88
31.5–31.8

0–30 0.004 0.953

Resistance �M ��
Resistivity �k� m�

37–22
148–88

0–340 −0.254 0.992

Capacitance �pF�
Relative permittivity

2.3–4.9
65–139

0–340 0.361 0.985

Fig. 11 Relative property changes in permeability, permittivity,
and resistivity of the MR fluid as a function of applied magnetic
field
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knowledge presented in this paper. MR fluids have found an im-
portant market in fluid clutches for automotive and sports equip-
ment applications. In automotive applications especially, where
the clutches operate at 4000 rpm or more, the application of a
strong magnetic field across the plates of the clutch creates the
chain structures, and the apparent “viscosity” of the MR fluid
increases until it effectively becomes a solid link with no slippage.
There is a very high yield stress for the non-Newtonian fluid at
this state. As a result of the “viscous” work done on the fluid in
the clutch, the temperature of the fluid reaches very high values.
This energy must be transferred from the clutch if it is to continue
effective operation. The fact that the chains have formed also
increases the effective thermal conductivity of the clutch fluid
several times its nonstructured value, and the energy is transported
away from the clutch gap more effectively. Without the increase in
effective thermal conductivity resulting from the chaining of the
magnetic particles, the magnetic fluid clutch would not be suc-
cessful. The knowledge provided in this paper provides effective,
direct methods for measurement of MR fluid chaining state allow-
ing accurate electrical measurement of the fluid properties result-
ing from the formation of those particle chains.

Nomenclature
x � particle state

SH
Q � sensitivity of Q with respect to H
� � magnetic permeability �H/m�
� � phase angle �deg�
� � permitivity �F/m�
� � resistivity �M� m�
A � cross section �m2�
B � magnetic field density �G�
C � capacitance �F�
d � distance �m�
E � system potential amplitude �V�

Er � potential amplitude across the resistor �V�
Ez � potential amplitude across the magnet �V�

f � frequency �Hz�
H � magnetic field strength �kA/m�
L � inductance �mH�
l � length �m�

N � number of turns on the winding
R � resistance ���
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Carbon Nanotube–Magnetite
Composites, With Applications to
Developing Unique
Magnetorheological Fluids
The development of carbon nanotube (CNT) based technology is limited in part by the
lack of effective bulk methods for precisely manipulating and aligning nanotubes at the
very fine scale. Moreover, the innate hydrophobic and inert nature of the CNT surface
limits their compatibility with aqueous systems and flexibility for surface chemistry func-
tionalization. This paper assesses the variety of methods developed to couple magneti-
cally susceptible components such as ferromagnetic material with CNTs in order to
overcome these limitations. In addition to reviewing the past 16 years of relevant litera-
ture, our own methods for noncovalent surface coating of CNT’s with magnetite nano-
particles are described. The application of such composites is then explored within the
framework of a magnetorheological (MR) fluid. It is found that the addition of magnetite
nanoparticles to a MR fluid enriches the available MR response, resulting, in some cases,
in an increased sedimentation stability, larger saturation critical stresses, and faster
response to time varying magnetic fields. Finally, our own composite based MR fluid is
discussed, and shown to possess a field dependent response that is a hybrid between that
observed in ferrofluids and conventional MR fluids. �DOI: 10.1115/1.2436581�

Keywords: carbon nanotube, magnetite nanoparticles, magnetorheological,
nanocomposite

Introduction
Carbon nanotubes �CNT� have received a tremendous amount

of attention due to their unique and highly desirable electrical,
thermal, and mechanical properties �1�. A variety of potential
CNT applications exist, however, technology development is in
part hampered by the lack of effective means for manipulating
these materials at very fine scales �1�. Magnetic actuation of CNTs
offers a potentially simple means for exerting this necessary con-
trol; however success is dependent on the ability to magnetize the
CNT. Due to the absence of any natural CNT paramagnetism �1�,
their magnetization is only accomplished through hybridization
with other magnetic materials, in particular cobalt, iron, nickel,
and gadolinium. In this paper, we review the variety of methods
demonstrated to couple magnetic materials with CNTs, as well as
the performance of the composite as a magnetorheological fluid.

There are three general approaches to creating a magnetic CNT
composite; magnetic material can be encapsulated �2–7�, incorpo-
rated within the walls �8–15�, or deposited on the outer surface of
the nanotube �16–18�. All three methods have been shown to im-
part some magnetic character to the nanotube. Each approach,
however also modifies the nanotube in ways that may ultimately
restrict the applications of the composite. Beyond these three ma-
terial addition categories, methods can be further subdivided into
chemical and physical techniques that result in magnetic CNT
composites. Physical additions include most of the processes in
which material is encapsulated or imbibed by the nanotube, and as
such, the majority of the molecular structure is kept intact. Wall
embedding and outer surface decoration generally require, or in-
duce some change in the wall or outer surface chemistry.

Filling Techniques for Composite Formation
The earliest methods to create magnetic CNTs followed from

the work of Ajayan and Iijima in 1993 �3�, who successfully dem-
onstrated the oxidative cleavage of CNT end caps and subsequent
filling with nonmagnetic liquid metals. Approaches derived from
the work of Ajayan and Iijima relied upon filling a tube with
magnetically susceptible liquids. Initially this was accomplished
by selectively oxidizing the ends of a fully formed nanotube, and
then using capillary suction to imbibe a volume of liquid metal
into the freshly opened tube �2,3�. This two step process was
executed by first depositing metallic nanoparticles onto a pristine
nanotube outer surface, and then heating the composite material in
air to beyond the melting temperature of the metal. The heating
process both oxidized the tube end caps, as well as liquefied the
metal. With the advent of techniques for creating vertically
aligned, open ended CNTs �19�, several other filling methods were
also established.

In 2002, Bao et al. �4� showed that electrodeposition could be
used to directly create continuous wires of cobalt within vertical
nanotubes on an alumina template. Leonhardt et al. �5� provides a
review of analogous chemical vapor deposition techniques for cre-
ating metal nanowires of iron, nickel, and cobalt within nano-
tubes. In a slightly different approach, Wu et al. �7� demonstrated
that an aqueous solution of Fe and Ni ions could be drawn into a
CNT and, through wet chemistry, form Fe–Ni alloy nanoparticles
within the CNT. Finally, Korneva et al. �6� in 2005, also showed
that an aqueous suspension of magnetic nanoparticles could be
drawn by capillary suction, directly into an open ended nanotube.
Subsequent evaporation of the solvent resulted in nanotubes
loaded with magnetic nanoparticles. Most of these processes in-
volve physical deposition, with minimal molecular modification
of the CNT. In contrast, wall embedding and surface decoration
generally involve significant chemical alterations of the CNT
surface.
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Wall Embedding and Surface Decoration Pathways
One of the earliest chemical additions of magnetic material to

CNTs, performed by Lafdi et al. in 1996, was accomplished
through cobalt doping of the graphite electrode used in arc-
discharge CNT synthesis �10�. The CNTs subsequently produced
from the doped electrode possessed walls that were infused with
cobalt nanoparticles. Alternatively, Rao et al. �11� used pyrolitic
synthesis, catalyzed by ferrocene, to form CNTs that had a mag-
netic nanoparticle embedded within the tube, at the catalyst an-
choring point. Whereas Lafdi �10� was able to distribute the cobalt
along the entire length of the tube, this latter approach could in-
herently only place a nanoparticle at one point. The methods em-
ployed by Rao were expanded in 2000 and 2001, by Liu et al.
�12,13�, and Zhang �15�, respectively. Barnhart �14� provides a
more complete review of the chemical and physical effects of
metal atom inclusions within CNT walls, as well as the synthesis
pathways leading to such composites.

In 2005, Bottini et al. �20� showed that multiwalled CNTs could
be covalently decorated with silica nanoparticles. The protocol
required a long oxidation step to carboxylate the surface, after
which various nanoparticle precursor groups could be attached to
the induced surface defects. Extended oxidation in concentrated
nitric acid was necessary in order to stud the largely inert pristine
CNT surface with reactive carboxylic groups. The protocol stems
from an established method of using moderate etching periods in
strong oxidizers to create nanotubes of uniform and predictable
length, with minimal aberrations of the outer surface �21�. By
dramatically extending the etch time, Bottini et al. increased the
surface concentration of carboxyl group defects. As evidenced by
transmission electron microscope �TEM� imaging of the compos-
ite material, the defect concentration was not sufficient to support
total outer surface coverage by silica nanoparticles.

Georgakilas et al. �16� used a slight variation of this method in
that same year, to stud the outer wall surface with magnetite.
Utilizing � bond stacking, carboxylic defect groups on the CNT
surface were bonded to a pyrene-bearing magnetite nanoparticle,
with an average diameter of 25 nm. As with other approaches that
utilize surface defects, the coating process resulted in only partial
coverage of the tube. Similar work was also presented in 2005 by
Stoffelbach et al. �18� for decorating the outer surface with mag-
netite, and also in 2006 by Cao et al. �22�. Finally in 2005, Wu et
al. �23� showed that by a similar process, nickel–iron alloy nano-
particles could be grown on the outer surface of the nanotube. In
their protocol, the nanotube is again subjected to a prolonged
oxidative bath in boiling nitric acid, which results in the formation
of carboxylic surface defects. These imperfections provide the
point of attachment for subsequent nanoparticle precursors. In all
cases, the density of surface defects is insufficient for complete
coverage of the nanotubes by magnetic materials.

Selection Considerations for CNT–Nanoparticle Hy-
bridization Techniques

External magnetic coatings offer the capability of magnetic ac-
tuation as well as continued CNT surface functionalization �22�.
As the pristine CNT surface is chemically inert, localized mag-
netic surface groups, attached to the CNT, can provide points of
attachment for materials that would otherwise not adhere to the
CNT. Along those lines, the utility of such coatings, either in
magnetic control or surface functionalization, is limited by the
extent of surface coverage. One of the goals of our work is to
develop magnetite surface coating techniques that result in com-
plete coverage of the CNT.

The scientific interest in developing and reviewing the current
techniques for nanotube-to-nanoparticle hybridization is ulti-
mately driven by the needs of the design engineer who wishes to
create precise multiscale systems. Our particular work is devoted
to hybridization techniques that do not destroy the innate surface
chemistry of either particle.

Choosing amongst the existing art is dictated mostly by chem-
istry and application criteria of the hybrid materials. For a generic
magnetic application, it may be sufficient to rely solely upon the
incorporation of the magnetic catalyst used during tube synthesis.
This simple approach may prevail for long tubes that eventually
only need one magnetic anchoring point. On the other hand, many
synthetic processes are followed by a cleavage etch that would
create tube segments with no magnetic character. Such situations
can be resolved either by post-etch addition steps of either physi-
cal or chemical nature, or impregnation of the tube wall with
magnetic particles during growth. Tube filling is another option
that offers certain advantages to surface engineering, and can also
be performed in situ with tube growth or post-cleavage etch. Ap-
plications that demand preservation of the outer tube surface
chemistry should look to tube filling techniques. These same
methods have generally also resulted in superior addition of mag-
netic character to the nanotubes.

Other than chemical and design criteria, production cost is cer-
tainly important for choosing a hybridization technique. Surface
additions stem from the acid etch induced carboxylation of the
CNT, which is a relatively low-cost process step. The oxidation of
the surface provides reaction sites that can be harnessed by nu-
merous chemical means to deposit materials on the CNT surface.
In general, these post-synthesis steps are easy to apply, and can be
performed by any laboratory. In contrast, the deposition tech-
niques for in situ tube filling during synthesis require a reaction
chamber set up for the particular chemical vapor deposition
�CVD� process. Most CNT synthesis laboratories already have
such utilities, but groups who purchase CNT might have to con-
sider the added cost of that process in comparison to surface
chemistry methods. The development of simple capillary suction
methods for filling CNT represents a significant departure to this
classical CVD paradigm, creating a low-cost, highly effective tube
filling procedure. Our efforts to develop simple, analogous low-
cost surface encapsulation techniques that preserve the CNT outer
surface chemistry would also provide additional options for the
design engineer.

Method for Total Encapsulation of Carbon Nanotubes
by Magnetite

A surface-preserving encapsulation procedure seemed feasible
through noncovalent bonding between nanoparticles and tubes. In
the absence of a chemical reaction or electrostatic bonding with
surface defects, such a process could most likely proceed from the
minimization of the van der Waals potential between the spherical
nanoparticles and cylindrical nanotubes �24,25�. Kirsch �25� has
shown that for certain geometric and material parameter values,
the van der Waals attraction is greatest between a sphere and
cylinder than for either species to a neighbor of its own kind. In
reality, minimal surface defects always arise from the brief oxida-
tive bath, as prescribed by Liu et al. �21�, used to cut CNTs to a
desired length. In the case of defects, electrostatic interactions
introduce random points of attachment that do not usually support
full tube encapsulation. Not having to depend on defect anchor
points, the desired noncovalent bonding mechanism may result in
full surface coverage.

The CNTs used to explore this technique were acquired from
NanoLabs �Newton, MA�, who carried out the ferrocene pyrolitic
synthesis of 30 nm outer diameter stock multiwalled CNTs. The
synthesis was followed by a 3 h concentrated nitric acid reflux
etch, performed by NanoLabs, that cleaved the stock material into
5 �m long, open-ended segments. TEM inspection coupled with
the low aqueous miscibility confirmed that the outer tube surface
acquired minimal carboxylation defects during the etch. No fur-
ther oxidation steps or chemical treatments were employed after
the etching bath.

To explore the noncovalent bonding mechanism, 10 ml of an
organic ferrofluid �EFH-1, Ferrotec, Nashua, NH�, and a water-
based ferrofluid �MSG-W11, Ferrotec, Nashua, NH� were added
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drop wise to separate Petri dishes each containing 1.0 g dry CNT
samples. Both ferrofluids were constituted of 10 nm magnetite
nanoparticles, coated with an appropriate surfactant, and loaded to
6% volume fraction in their respective carrier liquid. As expected
from prior miscibility experiments, the CNTs exhibited strong hy-
drophobicity, and the aqueous ferrofluid did not spontaneously
wet the nanotubes. Conversely, the CNTs were immediately wet
by the organic ferrofluid. The contents of each dish were mixed
with a glass rod, and then washed with excess ethanol into 45 ml
plastic tubes, without any sonication. The tubes were shaken vig-
orously to further mix the materials. The tube contents were sepa-
rately washed with excess ethanol, and then excess kerosene,
through a vacuum filtration system. In both cases, a reddish brown
filtrate ensued, with a dark pink colored solid remaining on the
filter paper.

The filtrate was discarded, and the filter paper contents were
washed with ethanol back into glass vials for storage. Figures 1
and 2 show TEM micrographs �100 kV acceleration potential� of
both the oil and water based ferrofluid reaction products in etha-
nol, following 3 h of sonication.

The magnetite particle and CNT diameters can be estimated
from the TEM images as approximately 10 nm and 30 nm, re-
spectively. These values match the quoted sizes given by the
manufacturers. The initial hydrophobic interaction and poor mis-
cibility between aqueous ferrofluid and CNT may have foretold
the results shown in Fig. 2. The aqueous ferrofluid particles gen-
erally agglomerate with themselves, and occasionally attach to the
surface of the CNT. The sporadic surface deposition may be at-
tributed to the presence of a low concentration of carboxyl surface
defects initiated by the oxidation etch. These defects facilitate
electrostatic bonding with the charged surfactant group of the
aqueous ferrofluid magnetite particle. In stark contrast, the organic
ferrofluid appears to have fully coated the entire CNT. This image
is reproduced in several other TEM micrographs, and indicates
that our process results in complete CNT coating by magnetite
nanoparticles. Based on the conditions of the experiments, nonco-
valent bonding due to van der Waals attraction or surfactant–CNT
surface affinity has produced hybrids with high surface coverage.
Moreover, the composite products of the organic reaction can be
stabilized by a surfactant such as CTAB, or SDS and show satis-
factory sedimentation stability in water, up to 0.1% volume frac-

tion. The composite material alone shows higher stability against
sedimentation in organic media without the aid of any surfactants.

The scanning electron microscope �SEM� image in Fig. 3
shows a larger object, comprised of several of these magnetite/
CNT composites. Considering the dimensions of an individual
strand, as shown in the TEM above, this SEM suggests that sev-
eral composite strands can braid or envelope each other to form a
bamboo structured micron-sized cylinder.

Figures 4 and 5 present static snapshots of the alignment of
these braided composite strands to a lateral and normal induction
field of 20 mT. The composite is clearly manipulated by the field
to remain parallel with the field lines. There is likely a critical
size, or number of strands per cylindrical agglomerate, that is
indicative of steric and perhaps magnetic interactions between in-
dividual composite tubes. This saturation size is supported by the
observation that Figs. 3–5 show a large number of these agglom-
erate braids all with roughly 2.5 �m diameter and 20–30 �m in
length. The manufacturer’s quoted dimensions for the nanotubes
are 30 nm diameter, by 5–20 �m long; considering that a mag-

Fig. 1 TEM of organic ferrofluid nanoparticles bound to a CNT Fig. 2 TEM of aqueous ferrofluid nanoparticles excluding
CNTs

Fig. 3 SEM of bamboo structured ferrofluid nanoparticle–CNT
composite
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netic coat increases the outer diameter to 60 nm, these braided
agglomerates are comprised of roughly 40–50 individual strands.

Correa-Duarte et al. �26� also achieved complete coverage with
magnetite through a noncovalent bonding mechanism based on
polymer wrapping and layer-by-layer �LbL� electrostatic self-
assembly. Poly�sodium 4-styrene sulfonate� chains were driven to
wrap around the CNT via hydrophobic interactions, thereby en-
capsulating the CNT in a negatively charged polymer coat. The
polymer surface charges then acted as anchors for the subsequent
deposition of magnetic nanoparticles via LbL, and total surface
coverage ensued. Pu and Jiang �27� also attempted surface coating
via extended oxidation to create carboxyl defects on the CNT
surface. These defects served as nucleation sites in the subsequent
chemical synthesis of magnetite from ferrous and ferric salts. This
approach resulted in the formation of a 10-nm-thick shell of mag-
netite surrounding the CNT. TEM analysis, however, shows a
shell that only covers certain portions of the CNT, as opposed to
the total surface coverage wrought by our noncovalent bonding. In
contrast to other carboxylation-based methods, however, which
result in only particle decoration of the CNT surface, Pu and Jiang

were successful in producing continuous magnetite shells on the
CNT surface, albeit without total surface coverage.

Sedimentation Stability of CNT/Magnetite Composite
Based MR Fluids

Part of the motivation for creating a CNT/magnetite composite
stems from the goal of creating a magneto-rheological �MR� fluid
with increased sedimentation stability. The density of the
magnetite/CNT composite formed by our protocol was approxi-
mately 1.8 g/cm3, which is less than a quarter of that of carbonyl
iron, Fe�CO�5, a material commonly used to form particles for
MR fluids. By comparing the buoyancy of a particle against the
viscous drag experienced as it falls within a fluid, the sedimenta-
tion velocity may be expressed by �28�

V0 = 2��s − � f�ga2/9� �1�

where V0 is the sedimentation velocity; �s and � f are the particle
and fluid densities respectively; a is the particle radius; � is the
viscosity of the fluid; and g is the gravitational acceleration. The
difference in density between a 1-�m-diameter CNT/Fe3O4 com-
posite particle and 1-�m-diameter iron oxide particle should re-
sult in a 17-fold reduction in the sedimentation velocity of the
composite as compared to iron oxide particles, dispersed in water.
Moreover, at high enough volume fractions �above 10%�, the
elongated cylindrical shape of the braided composite particles
should also provide sedimentation stability via the formation of a
percolated network. Pu and Jiang created a composite with similar
density and cylindrical geometry, and found that the sedimenta-
tion stability of their CNT/magnetite composites dispersed in wa-
ter increased with increasing volume fraction. Their result was
attributed to the formation of a percolated support structure that
prevented sedimentation.

The sedimentation stability of MR fluids has been a continual
problem in the development of MR fluid technology �29,30�. The
combination of hollow, lighter weight CNTs with superparamag-
netic �31� magnetite nanoparticles can lead to a unique MR fluid
that does not suffer from sedimentation limitations. The improved
stability may be realized through both the use of composite ma-
terials with lower mass densities as well as particle geometries
such as elongated cylinders that form percolated networks. The
success of these novel MR fluids, however is contingent upon the
preservation of the field-dependent critical stress and modulus
seen in conventional iron oxide and carbonyl iron based MR fluids
�32–35�.

Magnetorheological Fluids and Ferrofluids
Conventional MR fluids date back to their discovery in 1948 by

Rabinow �36�. They followed as a natural magnetic analog to the
electro-rheological fluid patented by Winslow �37� in 1947. De-
pending on the desired effect, the fluids are surfactant-stabilized
suspensions of either dielectric, or paramagnetic micron sized par-
ticles, dispersed in a carrier liquid. Ferrofluids �31� are another
family of magnetically active liquids, whose surfactant stabilized
particle constituents are 10–20 nm in size, and consist of single
domain, permanently magnetized magnetite. Consequently, the re-
sponse of a ferrofluid to a magnetic field is markedly different
from that of an MR fluid �31�.

MR fluids consisting of 1 �m carbonyl iron particles, at 30%
volume fraction, have a maximum critical stress in the range of
10–100 kPa for applied induction fields near 0.2 T �32,34�. The
zero-shear-rate viscosity, which persists until the critical stress is
surpassed, may exceed 1 MPa s. In contrast, the electro-
rheological �ER� effect provides critical stresses typically no
greater than 1 kPa, at fields near 1 kV/mm. This performance
limitation is imposed by impurities within the carrier liquid, oxide
layers on the dispersed particles, and the dielectric breakdown
voltage of the ER suspension carrier fluid. Analogously, the MR
effect is limited by the saturation magnetization of the constituent

Fig. 4 Micrograph of composite filaments aligned by 20 mT
field applied parallel to the page

Fig. 5 Micrograph of composite filaments aligned by 20 mT
field applied normal to the page
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magnetic material. Coating techniques similar to the surface deco-
ration methods we have discussed above have also been used to
overcome these ER limitations by creating a high dielectric con-
stant suspension of urea-coated barium titanate oxalate nanopar-
ticles, suspended in silicone oil. The resulting ER fluid exhibits an
unprecedented 130 kPa yield stress without dielectric breakdown
�38�.

MR fluids show an apparent viscosity that is dependent on the
applied magnetic field, shear stress, particle volume fraction, and
carrier viscosity �35�. With the application of a magnetic field at
values below the saturation value for the paramagnetic material, a
magnetic dipole results according to

m� = 4
3�a3�0�H� �2�

where m� is the particle polarization; a and � are the particle di-
ameter and dimensionless susceptibility, respectively; and �0 and
H are the free space permeability and applied field, respectively
�35�. The induced dipoles interact with one another to form par-
ticulate aggregates whose size grow with the square root of
elapsed time �measured from the onset of the magnetic field� �39�.
The particle aggregates grow into longer bundles, and eventually
into threads extending along the magnetic field lines. Eventually,
these threads coarsen due to lateral attraction and form crystalline
pillars of magnetized particles �34,40�. The formation of aggre-
gates is opposed by Brownian dispersion, and as such the poten-
tial for field induced aggregation versus Brownian dispersion can
be expressed in terms of a governing dimensionless parameter,
often referred to as a coupling coefficient

� =
���0�H�2a3

18kBT
�3�

where the parameters T and kB are the temperature and Boltzmann
constants, respectively �35�. For the case ��1, aggregation is
highly favored, and at ��1, dispersion is favored. The case of
small � is used as a design parameter for the creation of ferroflu-
ids, or stable dispersions of superparamagnetic nanoparticles in
organic and aqueous carriers �31�, whereas ��1 commonly re-
sults in MR fluids �35�. Due to the presence of permanent mag-
netic material within ferrofluids, as opposed to the paramagnetic
material typically found in MR fluids, the aggregation parameter
for ferrofluids is calculated according to

� =
�0MsH�a3

6kBT
�4�

where �0Ms is the remnant magnetization of the particle �31�.
The reorganization of the MR fluid microstructure due to shear-

ing comes via the interplay of hydrodynamic and magnetic forces.
The ratio of these interactions within an MR fluid forms a second
dimensionless parameter known as the Mason number �32,35,41�
that governs the breakup of magnetic microstructure due to shear

Ma =
9	

2��0�H�2 �5�

where the parameter 	 is the applied shear stress. Alternate gov-
erning dimensionless parameters include a Péclet number �dimen-
sionless time� formed by the ratio of shear rate to the Brownian
diffusion time as well as the particle volume fraction. The Mason
number �Eq. �5��, Péclet number, and coupling coefficient �Eqs.
�3� and �4�� are interrelated via Pe�Ma
�. An analogous ferro-
fluidic Mason number can be constructed by the ratio of the ap-
plicable Peclet and aggregation parameters. In contrast to MR
fluids, the field-independent rheological properties of ferrofluids
reduce the utility of a ferrofluidic Mason number.

At low applied fields, where saturation effects are completely
absent, the Maxwell magnetostatic stress accurately predicts that
the yield stress 	c within MR fluids is proportional to the square
of the applied magnetic field �33�. As the field intensity is in-
creased such that saturation begins to occur at the surface of the

dipolar particles, the critical stress �	c� transitions to a weaker
dependence on the applied field, and the elastic modulus �G�
grows linearly with the applied field. Ginder et al. �33� were able
to model this saturation effect and found analytical models for the
critical stress and elastic modulus that accurately predicted the
data for carbonyl iron MR fluids �33,42�

	c = �6��0Ms
1/2H3/2 �6�

G = 3��0MsH �7�

where � is the volume fraction. This saturation effect is amplified
by the increased field density within the small gap between par-
ticles undergoing aggregation. At still higher fields that exceed the
physical saturation magnetization of the magnetic material, the
response becomes field independent and limited only by the satu-
ration of the material and particle volume fraction

	c
sat = 0.086��0Ms

2 �8�

Gsat = 0.3��0Ms
2 �9�

In stark contrast to the performance of MR fluids, ferrofluids do
not display a dramatic change in viscosity as a function of applied
field �43�. There is a marginal change in fluid viscosity at very
small shear rates with an applied field, but at high shear rates or
strong applied fields, the apparent viscosity does not change.
Moreover, an exceedingly small �if any� critical stress exists for
the ferrofluid, irrespective of the applied field �31�. This difference
in response between these two magnetically-active fluids results
from the typical magnitudes of the � parameter previously defined
in Eqs. �3� and �4� for MR and ferrofluids, respectively; for ��1,
as is the case with ferrofluids, persistent filamentous or tertiary
aggregates cannot form even in strong magnetic fields. In the
absence of such a microstructure, the ferrofluid does not exhibit a
critical stress induced by a magnetic field �31�. A field dependent
viscosity is observed in ferrofluids, but is attributed to the torque
of a rotating magnetic field on the nanoparticles themselves �44�.
Represented as an unsymmetric stress tensor within the continuum
description of the ferrofluid, so called negative or zero fluid vis-
cosities can be observed, and are a result of the rotating magnetic
field �45,46�. In the absence of a magnetic field, the viscosity
shows some shear thinning at high shear rates. The apparent vis-
cosity is generally considered to be volume fraction dependent
according to the Einstein relation in the dilute suspension limit
�31�

�

�0
= 1 +

5

2
� �10�

where �0 is the nominal carrier viscosity, and � is the apparent
viscosity of the suspension. Higher order terms can be included to
account for volume fractions beyond the dilute limit �31�.
Whereas MR fluids typically have volume fractions exceeding
30%, commercial ferrofluids do not extend beyond 10%.

Combined MR and Ferrofluids
Several approaches have been taken to improve the magnitude

and speed of MR fluid response �29,47�. Of note are methods for
increasing the field-on viscosity to attain a more solid-like re-
sponse below the critical stress �48�, as well as methods for de-
creasing the response time, or lag between fluctuating field and
particle tracking �49�, and finally increasing the critical stress via
reducing the limitations imposed by magnetic saturation �50�.
These methods tend to employ mixtures of both nano- and micro-
sized magnetic material, which often has the additional benefit of
increasing sedimentation stability �49–51�.

Popplewell et al. �48� explored inverse MR fluids in 1995 to
achieve some of these improvements. A commercial ferrofluid
was used as the carrier liquid, with a suspension of 1 �m glass
beads. It was found that application of a magnetic field induced
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the formation of rudimentary glass bead columnar structures, and
a typical MR response ensued, albeit with reduced critical stress.
For bead volume fractions at 60%, and 36 mT induction field, the
critical stress was about 	c�20 Pa, with an ensuing viscosity of
0.4 Pa s. Experiments were repeated with aluminum and iron par-
allel plates, and the iron geometry was found to produce a greater
divergence in the zero shear rate viscosity. It was proposed that
the lack of magnetic attraction between the aluminum geometry
and ferrofluid provided a mechanism for slip and hence a reduc-
tion in the zero-shear rate viscosity. Owing to the paramagnetic
nature of both the ferrofluid and iron, and the diamagnetic nature
of aluminum, the ferrofluid magnetically adheres to the iron plate,
and provides a more accurate measurement of the viscoplastic
solid-like creep response below yield.

The limitations due to saturation and sedimentation were both
explored by Chin et al. �50� in 2001. Building on prior work by
Phule and Ginder �52� and Chen et al. �53�, MR fluids comprised
of micron sized carbonyl particles, interspersed with cylindrical
nanoparticles of Co–�–Fe2O3 and CrO2, were created and shown
to have a dramatically increased sedimentation stability and satu-
ration critical stress. The critical stress enhancement was found to
be a strong function of applied magnetic field, with an increase of
30% in a 64 mT field, versus less than 5% for a 16 mT field. This
enhancement phenomenon was attributed to a shielding effect ow-
ing to the greater saturation magnetization found within cobalt
materials as compared to carbonyl iron.

As was shown by Ginder et al. �33�, saturation begins to limit
the MR effect once the MR particles begin to experience localized
saturation due to the increased field density within the thin gap
between magnetic particles. By interspersing the gap with nano-
particles of higher magnetic saturation �cobalt materials can have
nearly double the saturation of purely ferromagnetic species�, the
increasing field density can be distributed between MR particles
and cobalt particles, where the greater saturation of the cobalt can
shield the MR particles from reaching saturation. This shielding
effect proposed by Ginder is less pronounced at lower fields,
where neither the nanoparticles nor MR particles are near satura-
tion. However, as the field strength increases, the saturation miti-
gated by the nanoparticles results in a greater interaction between
MR particles, and hence stronger columnar structures and in-
creased critical stress.

Based purely on nanoparticle MR fluids have also been ex-
plored independently by Kormann et al. �49�. Ferrite nanoparticle
suspensions of roughly 30 nm diameter, and 60% mass fraction,
were shown to behave as MR fluids. This is in stark contrast to
ferrofluids with particle sizes only half the diameter, and volume
fractions less than a sixth that value. At zero applied field there
was only a small critical stress resulting from a percolated net-
work, but as the field was increased to 0.4 T, the critical stress
rose almost to 	c�4000 Pa. The direction of the applied mag-
netic field in 100 Hz AC experiments was not observed to affect
the critical stress, which suggests that the switching speed of the

nano-MR fluid is less than 5 ms, and there was no lag between the
AC induction field and particle tracking of that field.

Poddar et al. �51� provide a complete comparison of conven-
tional �micron sized�, nanoparticle, and hybrid particle MR fluids.
The essential results are that MR fluids with micron sized particles
exhibit superior critical stress, but poor sedimentation stability.
Conversely, nano-MR fluids are found to have a much smaller
critical stress, but much improved sedimentation stability. Hybrid
systems offer a mix of both desirable qualities, where the actual
performance may be tuned via the use of appropriate materials
and sizes for the micro- and nanoparticles. The performance of an
MR fluid formed by dispersion of our own magnetite/CNT com-
posite in silicon oil differs from both the traditional MR and fer-
rofluid responses.

Magnetorheology of Novel Ferrofluids–CNT (FFCNT)
Particle Suspensions

The ferrofluid–CNT �FFCNT� composite was dispersed in sili-
con oil �100 cSt PDMS oil, siloxane terminated, Gelest Inc., PA�
at 5%, 10%, and 20% w/w fractions. Creep tests were performed
in a parallel plate geometry, with a 40 mm anodized steel rotating
plate, on an AR2000N rheometer �TA Instruments� �see Fig. 6�. A
custom designed MR fixture was employed to produce a uniform
magnetic field normal to the sample �54�.

Several creep experiments at constant shear stress were per-
formed for each of three different stresses and volume fractions,
and four different induction field strengths.

After each experiment, the sample was examined to ensure that
the particles had not settled out of the suspension. The experi-
ments were all conducted at 25°C, and maintained by a Peltier
element below the MR fixture and a small fan that was used to
intermittently cool the induction field coils after prolonged use.
Figure 7 shows a consistent viscosity between samples within the
field off regions. As expected, the rate of strain changes for each
sample as a function of applied induction field, with the highest
field strength resulting in the most diminished strain rate. Once
the field is removed, the strain rate returns to its prefield value,
regardless of the applied field intensity. These experiments were
also repeated with other volume fractions of FFCNT composite.
Figure 8 shows the viscosity shift as a function of increasing
volume fractions. The greatest strain rate is observed at the lowest
volume fraction, as is expected. The shift in zero field strain rate
also appears to vary linearly with increasing volume fraction.

The shear rates for these creep experiments can be determined
and used to evaluate the steady-state shear viscosity �� ,B ,	� as
shown in Figs. 9–11. Apparently irrespective of applied field or
particle mass fraction, these figures show that the FFCNT com-
posite exhibits a critical stress between 20 Pa and 30 Pa. As the
stress is progressively decreased the viscosity diverges and the
fluids become increasingly solid-like. Continued shear thinning,
albeit at a lesser rate, is expected as the shear stress increases,

Fig. 6 Custom designed MR fixture for AR2000 rheometer
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until the carrier viscosity is ultimately attained. As evidenced by
the data, the rate of approach to this minimum is a function of
both applied field and mass fraction. The 5% fraction reached the
carrier viscosity �0.1 Pa s� by 60 Pa for all field strengths. The
20% and 10% samples exhibit a more gradual asymptotic ap-
proach at stresses 	�60 Pa. Beyond 60 Pa, for all mass fractions,
and applied induction fields, the test samples approached an infi-
nite shear viscosity nearly equivalent to the carrier viscosity.

To model our CNT/Fe3O4 composite, it is assumed that the
magnetic material lies within an external cylindrical coating of
thickness �, and is composed of randomly oriented superparamag-
netic particles. This formation is a unique departure from the con-
ventional carbonyl iron MR fluid particle, because the material
composition allows for self-interaction in the absence of an ap-
plied external magnetic field. As such, the FFCNT may be con-
sidered to possess a combination of ferrofluid and MR particle
properties. Due to the magnetic character of the hybrid, the aggre-
gation parameter for our composite is likely to follow the ferrof-
luids model, as developed by Rosensweig �31�, with an adjust-
ment for the cylindrical shell geometry �35�. The greatest possible
self-interaction field between two FFCNT cylinders would be
0.56 T, in the limit of favorable alignment of the superparamag-

netic particles whose remnance magnetization is 0.56 T. Equation
�4�, which gives the aggregate parameter for ferrofluids can be
modified for a cylindrical superparamagnetic shell of thickness �,
tube radius a, and composite length L and becomes

�m =
�0MH��� + a�2 − a2�L�

12kBT�ln� L

2� + 2a
� − 0.8� �11�

Calculating the value of this parameter for our magnetite–CNT
composite gives �	630 and the self-interaction potential in the
absence of external fields is therefore much closer to that seen in
conventional MR fluids during actuation by an applied field.
Based on this calculation, magnetic aggregation in the absence of
an external field could be a partial explanation for the existence of
micron-sized cylinders composed of multiple FFCNT threads. In
MR fluids, ��1 leads to spontaneous agglomeration and sample-
spanning structures upon application of an external field, and this
leads to solidification of the entire fluid volume. In contrast,

Fig. 7 Strain versus time for 20% w/w FFCNT, at 30 Pa shear
stress, and three different induction fields

Fig. 8 Strain versus time for a 30 Pa shear stress and 90 mT
induction field, at thee different mass fractions

Fig. 9 Viscosity versus stress for 20% FFCNT at three induc-
tion fields

Fig. 10 Viscosity versus stress for 10% FFCNT at four differ-
ent field strengths, with a Cross model fitting to the zero field
data
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FFCNT aggregation induced by self-interaction appears to termi-
nate after the combination of a sufficient number of individual
threads.

The response to the imposed fields and shear stresses can also
be quantified by considering an appropriate Mason number for
each experimental data point. The Mason number as defined in
Eq. �6� is not correctly formulated for a field responsive fluid
composed of cylindrical, superparamagnetic components such as
these FFCNT composites. Relying upon the relationship between
Péclet and Mason numbers, and the coupling coefficient as de-
fined in Eq. �11�, a modified Mason number better suited for the
FFCNT can be calculated in the form

Ma =

3	�2� + 2a�2 ln
� L

2� + 2a
� − 0.8�

�0MH��� + a�2 − a2�
�12�

Equation �12� demonstrates the appropriate interplay of hydrody-
namic forces and those arising from the applied magnetic field,
modified for the cylindrical geometry and superparamagnetic ma-
terial. The calculated Mason number for these flows varies from
0.29 for a shear stress of 120 Pa and an induction field of 90 mT,
to 0.009 for 	=15 Pa and �0H=360 mT. These values represent
the two extremes in the range of Mason numbers for the experi-
ments shown in Figs. 9–11. As expected, the highest values coin-
cide with a Newtonian fluid-like response as observed when the
fluid approaches an infinite shear-rate viscosity, and the lowest
values coincide with the viscoplastic response observed at low
shear stresses.

The fluid viscosities both below and above the critical stress,
show a significant dependency on the magnitude of applied field
and particle mass fraction. Likewise, the rate of shear thinning in
the critical stress zone varies by orders of magnitude between
different mass fractions.

The shear thinning behavior of CNT dispersions was also stud-
ied by Yang et al. �55�. Critical stresses for CNT volume fraction
samples ranging from 0.04% to 0.42%, dispersed in low viscosity
�4–6 cSt� poly-olefins, ranged from 0.04 Pa to 0.13 Pa, respec-
tively. Flow experiments were performed, and the shear thinning
behavior was fitted to the Cross model

� − ��

�0 − ��

=
1

1 + b�̇ P
�13�

with values for P ranging from 0.560 to 0.772 in CNT suspen-
sions. This expression also accurately describes the present zero-
field rheological data as shown in Fig. 10. The range of data
available preclude accurate determination of �0, however the val-
ues of b=205 and P=0.725 are consistent with Ref. �55�. Further
rheological characterization with our FFCNT suspensions demon-
strated that a critical stress range still persists between 6 Pa and
12 Pa, even in the absence of a magnetic field.

Given the magnitude of the critical stress, and its persistence
from 5% to 20% w/w, the critical stress appears to arise due to
percolation of the cylindrical FFCNT composite. The range is
amplified from the previously mentioned critical stress based on
particle percolation due to the addition of superparamagnetic ma-
terial that provides an additional strengthening interaction among
the network elements. The lack of a stronger field dependence in
the critical stress is expected for ferrofluids but not for a MR fluid
in which the response is dominated by field-induced particle
chaining. Conversely, the dependence of the zero shear-rate and
infinite shear-rate viscosities on the induction field are expected
for an MR fluid, but not found in a ferrofluid. It seems that this
unique FFCNT composite exhibits attributes from both constitu-
ents, displaying a critical stress derived from a magnetically
strengthened percolation network as well as field- and mass-
fraction-dependent zero and infinite shear viscosities.

Final Remarks
We have reviewed the extensive literature on formulation tech-

niques that exist to create magnetically-modified carbon nano-
tubes and their suitability for a wide variety of applications.
Chemical and physical techniques have been utilized to introduce
a diverse range of magnetic materials within CNTs, thus dramati-
cally enhancing our ability to manipulate individual nanotubes,
functionalize their surface, and induce self-assembly of complex
nanostructures. Several of these techniques have been utilized to
create novel MR fluids, and their viscometric properties have been
demonstrated to enrich the range of rheological behavior that can
be achieved with this class of non-Newtonian fluids. With the
successful coupling of magnetic character to CNTs, it is possible
to explore other interesting combinations of magnetism with
unique CNT properties such as high electrical and thermal con-
ductivity. Ongoing work includes combined magnetoelectric rhe-
ology, which capitalizes on the strong dielectrophoretic forces
generated within the highly electrically conducting CNT, and the
magnetic coating surrounding the CNT.
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Nomenclature
V0 � sedimentation velocity �m/s�
� � magnetic shell thickness �m�
L � aggregate length �m�
�s � particle density �kg/m3�
� f � fluid density �kg/m3�
g � gravitational acceleration �9.81 m/s2�
a � particle, tube radius �m�
� � fluid viscosity �Pa s�

�0 � permeability of free space �4�
10−7 N/A2�
H � magnetic field �A/m�
� � magnetic susceptibility
� � ratio of magnetic aggregation force versus

Brownian dispersion force

Fig. 11 Viscosity versus stress for 5% FFCNT at three induc-
tion fields
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kB � Boltzmann constant �1.38
10−23 J /K�
T � temperature �K�

Ma � Mason number, dimensionless ratio of hydro-
dynamic to magnetic forces

	c � critical yield stress �Pa�
	 � applied shear stress �Pa�
� � particle volume fraction �v/v�
G � elastic modulus �Pa�
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Introduction
A fuel-pure oxygen fired system is expected to reduce the gen-

eration of the nitric oxide. Pure oxygen or oxygen enriched air is
also expected to increase an efficiency of a fuel cell system. The
needs of pure oxygen or oxygen enriched air will increase in
many engineering fields.

The magnetizing force acts on both paramagnetic and diamag-
netic materials under a strong magnetic field gradient. Paramag-
netic materials are attracted to a direction of high magnetic flux
density like iron sands �1�. Oxygen is a paramagnetic gas and it
has relatively high magnetic susceptibility. On the other hand,
nitrogen is diamagnetic and it has relatively low and negative
magnetic susceptibility. This results in a countermagnetizing force
that acts on these gases. Pauling et al. �2� employed this force to
develop an oxygen analyzer. Recently, superconducting magnets
have been developed and strong magnetic fields can be easily
deployed.

Many interesting phenomena for gas convection under a strong
magnetic field have been reported. For example, Kaneda et al. �3�
reported numerical and experimental results for magnetic induced
air convection in a cubical enclosure under a strong magnetic field
gradient.

Recently, many patents concerned with oxygen separation/
enrichment from atmospheric air using a strong magnet had been
applied �e.g., Refs. �4,5��. However, quantitative data of this tech-
nique are not in the open. Therefore, it was impossible to assess
the feasibility of this technique. This is the motivation of the
present study. The oxygen separation/enrichment from atmo-
spheric air in a small capsule and air flow in a parallel-plate duct
under a strong magnetic field gradient were investigated numeri-
cally. The direct simulation Monte Carlo �DSMC� method was
utilized to obtain distribution of oxygen concentration of air in a
capsule and air flow in a duct under a strong magnetic field gra-
dient. The molecular movement was calculated by taking into
consideration the magnetizing force on the molecules. The com-

putations were performed for a wide range of pressure, magnetic
flux density gradient, and the capsule height or the duct height.
Quantitative characteristics of oxygen separation/enrichment from
atmospheric air under a strong magnetic field gradient and a pa-
rameter which governs this phenomenon are obtained from the
simulation results.

Magnetizing Force
The magnetizing force acting on a paramagnetic gas of unit

volume can be expressed as �6�

f�m =
1

2�0
���� B2 �1�

Dividing Eq. �1� by the number density, the magnetizing force

which acts on a molecule, f�p, is obtained as

f�p =
f�m

n
=

M

NA

1

2�0
��� B2 = m

1

2�0
��� B2 �2�

A schematic diagram of the magnetizing force under a magnetic
field that is generated by a permanent magnet is presented in Fig.
1. Note that the magnetizing force acts in the direction of gradient
of B2 and it does not coincide with the direction of the line of
magnetic force.

The volumetric magnetic susceptibilities ���� of representative
gases at 1 atm and 0°C are tabulated in Table 1. Nitrogen and
hydrogen are diamagnetic gases and they have relatively low and
negative magnetic susceptibility. Therefore, a molecule of nitro-
gen or hydrogen moves in counter direction to oxygen.

An acceleration of a molecule by the magnetizing force, �� , is
expressed as

�� =
f�p

m
=

1

2�0
��� B2 �3�

Therefore, the location of a molecule of a paramagnetic gas under
the magnetizing force deviates from the location of a molecule of
a conventional gas, after a time interval of �t. The deviation is
expressed as
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�x�� =�
0

�t

�� t dt = 1
2�� �t2 �4�

The concentration of a paramagnetic gas can be obtained by the
DSMC method �8,9�, which simulates the molecular movement by
taking into consideration, the deviation �x��.

Computation Methodology
Bird �8� introduced the DSMC method to simulate rarefied

gases in the 1960s. A real gas is modeled through thousands or
millions of simulated “molecules” in DSMC. DSMC simulations
describe the time-dependent evolution of the molecules. The
DSMC algorithm consists of four primary processes:

1. Index molecules into cells;
2. Molecular movements;
3. Simulate the collisions; and
4. Sample the flow field.

Prior to simulation, the domain of the field is divided into a
number of cells that are utilized to sample the macroscopic prop-
erties. The mean free path is chosen for the cell size. The cell size
effect will be discussed later. The number of real molecules of the
gas are approximated by a lesser number of molecules called
simulated molecules because of the current memory constraints as
well as CPU processing time consideration. Simulated molecules
are distributed in each cell randomly at the beginning. During the
simulation, the four processes are uncoupled using a time step that
is one-tenth of the mean collision time.

The molecular movement process is modeled deterministically
and the simulation follows on a fixed spatial grid that defines the
spatial cells. Molecules are allowed to move along their trajectory
over a time interval �t for a distance depending on their calcu-
lated speed at t. The distance traveled is calculated from the fol-
lowing

�x = ut � �t + 1
2�x�t2

�y = vt � �t + 1
2�y�t2 �5�

�z = wt � �t + 1
2�z�t2

The velocity components for each molecule at t= t+�t are given
as

ut+�t = ut + �x�t

vt+�t = vt + �y�t �6�

wt+�t = wt + �z�t

When a molecule is moved, it either stays in the same cell,
passes on to an adjacent cell, is reflected from the wall boundary,
or collides with another molecule. The molecular movement is
uncoupled from its collision phase through the use of some frac-
tion of its mean time between collisions. However, the collision of
molecules with the boundaries is still performed in the molecular
movement phase. In this study, the diffuse reflection model was
used for the calculation of wall reflection.

Modeling molecule–surface interactions requires applying the
conservation laws to individual molecules. Although nitrogen and
oxygen are diatomic molecules, the rotational energy is assumed
to be negligible and the variable hard sphere �VHS� model was
used to determine the collision. Diameters of 0.407 nm and
0.417 nm for oxygen and nitrogen molecules, respectively, were
used for computations. The index parameters of �=0.77 and 0.74
for oxygen and nitrogen molecules, respectively, were used. The
difference of masses of oxygen and nitrogen molecules which
affects velocities after the collision, was considered in the com-
putation. The molecular weights of 32 and 28 for oxygen and
nitrogen, respectively, were used for the calculation of velocities
after collision. The indexing and tracking process is the prerequi-
site for modeling collisions and sampling the flow field. Molecular
collision is a probabilistic process that sets DSMC apart from
deterministic simulation methods such as molecular dynamics.
The “time counter method” was used for the calculation of mo-
lecular collision.

The final process is sampling the macroscopic properties. The
spatial coordinates and velocity components of molecules in a
particular cell are used to calculate macroscopic pressure and tem-
perature at the geometric center of the cell. Figure 2 illustrates the
DSMC processes for steady-state flow simulation. More details of
DSMC methodology are documented by Bird �9�.

The self-diffusion coefficient of nitrogen gas was calculated to
verify the code. The computational model to obtain the self-
diffusion coefficient described in Bird �9� was used. The obtained
self-diffusion coefficient at 273.15 K and 101.3 kPa is 1.57
�10−5 m2/s and this value is 1.5% higher than the measured
value of 1.55�10−5 m2/s �10�. A supplementary run was per-
formed for oxygen enrichment in a capsule �No. 13 in Table 2�
with cells of 1 /2 mean free path to investigate the cell size effect.
The mole fraction of oxygen in a capsule is plotted in Fig. 3 as a
function of y /h. Both results coincide well and the cell size effect
on the mole fraction of oxygen is relatively small.

Description of Problem
The oxygen separation/enrichment from atmospheric air in a

capsule and air flow in a parallel-plate duct under a strong mag-
netic field gradient are investigated. Schematic diagrams of the
problems under consideration are illustrated in Figs. 4�a� and 4�b�,
respectively. A capsule of height h in which air of p and T is filled,
is placed in a magnetic field gradient �Fig. 4�a��. The behavior of
air in the capsule is assumed to be one dimensional. A parallel
plate duct whose height and length are h and �, is placed in a
magnetic field gradient. Air of pin, Tin, and Cin inflows into the
duct. The exit of the duct is connected to a vacuum chamber �Fig.
4�b��. For both cases, at time t=0, the oxygen molecules are uni-
formly assigned in a whole region of the capsule or the duct with
the mole fraction of C. It is also assumed that the magnetic flux
density square is a linear function of y such that grad�B2�

Fig. 1 Magnetizing force under magnetic field

Table 1 Volumetric magnetic susceptibility for gas at 1 atm
and 0°Ca

H2=−2.23�10−9

N2=6.8�10−9

O2=1.91�10−6

aSee Ref. �7�.

Journal of Fluids Engineering APRIL 2007, Vol. 129 / 439

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



=constant. This assumption is valid when an area is small. Note
the magnetizing force acts in only the y direction under the situ-
ation considered. The dashed arrows in the figure indicate the
direction of grad�B2� and they are not lines of the magnetic force.

The mole fraction of oxygen in a cell is defined by

C =
number of oxygen molecules in a cell

number of molecules in a cell
�7�

The DSMC simulation is applied to the gas separation inside the
capsule and the duct. In this study, the magnetic susceptibility of
nitrogen gas is neglected because it is 1 /1000th of that of oxygen
and only the magnetizing force of the oxygen is considered.

Results and Discussions
The computations for the capsule were conducted for the case

of T=300 K and C=0.2. The computational parameters are tabu-

lated in Table 2. Corresponding values of Kn�=� /h�, �� B2 /Kn,

�� B2 / p, and �� B2 / �p Kn� calculated from the computational pa-
rameters, are also tabulated in the table. The computations for the
duct were conducted for the case of � /h=4, Tin=300 K, and Cin
=0.2. In the actual computations, the mass flux at the inlet was
adjusted in such a way that the inlet pressure pin meets the speci-
fied pressure. The computational parameters are tabulated in Table

3. Corresponding values of Knin, �� B2 /Knin, �� B2 / pin, and

�� B2 / �pin Knin� calculated from the computational parameters, are
also tabulated in the table. Note that Knin is the Knudsen number
at the inlet.

Mole Fraction, Temperature, and Pressure Distribution.
Contour plots of the mole fraction of oxygen, temperature, pres-
sure, and velocity vectors for the flow in the duct of h

Fig. 2 Flow chart of direct simulation Monte Carlo

Table 2 Computational parameters for a capsule

Run
No.

p
�kPa�

T
�K�

h
��m�

�� B2

�T2/m�
Number
of cells Kn

�� B2

Kn
�T2/m�

�� B2

p
�T2/Pa m�

�� B2

p Kn
�T2/Pa m�

1 101.3

300

1.37 1010 20 0.05 2�1011 9.87�104 1.97�106

2 101.3 1.37 1011 20 0.05 2�1012 9.87�105 1.97�107

3 101.3 1.37 1012 20 0.05 2�1013 9.87�106 1.97�108

4 0.1013 1370 108 20 0.05 2�109 9.87�105 1.97�107

5 1.013 137 108 20 0.05 2�109 9.87�104 1.97�106

6 10.13 13.7 108 20 0.05 2�109 9.87�103 1.97�105

7 101.3 1.37 108 20 0.05 2�109 9.87�102 1.97�104

8 0.1013 340 108 5 0.2 5�108 9.87�105 4.94�106

9 0.1013 680 108 10 0.1 109 9.87�105 9.87�106

10 0.1013 1370 108 20 0.05 2�109 9.87�105 1.97�107

11 0.1013 2730 108 40 0.025 4�109 9.87�105 3.95�107

12 0.1013 1370 108 20 0.05 2�109 9.87�105 1.97�107

13 1.013 137 109 20 0.05 2�1010 9.87�105 1.97�107

14 10.13 13.7 1010 20 0.05 2�1011 9.87�105 1.97�107

15 101.3 1.37 1011 20 0.05 2�1012 9.87�105 1.97�107

Fig. 3 Cell size effect on mole fraction of O2
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=1.37 �m and �=5.47 �m are presented in Fig. 5. These are the
results for the case of No. 2. The oxygen enrichment can be seen
in the region of x	h.

Since the outlet of the duct is connected to the vacuum cham-
ber, the air flow is accelerated along the duct. The air temperature
drops near the outlet of the duct �Fig. 5�b��. This is due to the
energy conversion from the thermal energy into the kinetic energy.

The pressure decreases along the duct. However, the inclination
of the iso-pressure lines can be seen in Fig. 5�c�. To find the
physical reason for the inclination of the iso-pressure lines, the
computation for the case of low magnetic flux density gradient,

�� B2=108 T2/m. The results are presented in Fig. 6. In this case,
all the iso-pressure lines are almost vertical so the inclination of
the iso-pressure lines in Fig. 5�c�, which is the effect of the mag-
netizing force. Also, the pressure rise at the inlet of the duct can

be seen in Fig. 5�c�. The magnetizing force abruptly acts on mol-
ecules at the inlet in the analytical model. It seems that this is one
of the reasons for this pressure rise.

Effect of �� B2. Three runs �Nos. 1–3� were performed to obtain

the effect of �� B2 on the oxygen separation under the atmospheric
pressure. The heights for three cases are identical. Contour plots
of the mole fraction of oxygen in the duct �Nos. 1–3� are pre-
sented in Fig. 7. Note that the gray scale of each figure is not
identical. The mole fractions of oxygen in the capsule and at the
outlet of the duct are plotted in Figs. 8�a� and 8�b�, respectively,

where �� B2 is the curve parameter. From these figures, it can be
concluded that higher oxygen enrichment is achieved when the

magnetic flux density gradient �� B2 is high and the mole fractions
of oxygen at the outlet of the duct almost coincide with that in the
capsule.

Effect of Pressure. Four runs �Nos. 4–7� were performed to
obtain the effect of pressure on the oxygen enrichment under the

identical magnetic flux density gradient of �� B2=108. The capsule
height and the duct height were chosen in such a way that the
Knudsen number became identical. The number of cells was fixed
at 20 for the capsule and 80�20 for the duct.

The mole fractions of oxygen in the capsule and at the outlet of
the duct are plotted in Figs. 9�a� and 9�b�, respectively. The mole
fraction of oxygen at the outlet of the duct almost coincides with
that in the capsule. The mole fractions of oxygen are almost uni-
form under p=101.3 kPa in the case of the capsule and pin
=99.7 kPa in the case of the duct. However, a slight gradient of
the mole fraction of oxygen is observed in the capsule of p
=0.1013 kPa and in the duct of pin=0.1003 kPa. From these re-
sults, it can be concluded that there is a possibility of oxygen
separation/enrichment from decompressed air under the low mag-
netic flux density gradient.

Although each of �� B2, Kn �or Knin�, and �� B2 /Kn �or

�� B2 /Knin� are identical in these four runs �Nos. 4–7�, different

plots for these four runs are obtained. Therefore, �� B2, Kn �or

Knin� and �� B2 /Kn �or �� B2 /Knin�, itself, are not the governing
parameters of this phenomenon. Among these four runs, the val-

ues of �� B2 / p �or �� B2 / pin� are not identical. The oxygen enrich-

Fig. 4 Schematic diagrams of problems: „a… capsule; and „b…
parallel-plate duct

Table 3 Computational parameters for air flow in a duct

Run
No.

pin
�kPa�

Tin
�K�

h
��m� � /h

�� B2

�T2/m�
Number
of cells Knin

�� B2

Knin
�T2/m�

�� B2

pin
�T2/Pa m�

�� B2

pin Knin
�T2/Pa m�

1 99.6

300

1.37 4 1010 80�20 0.05 2�1011 105 2�106

2 100 1.37 4 1011 80�20 0.05 2�1012 106 2�107

3 110 1.37 4 1012 80�20 0.05 2�1013 9.12�106 1.82�108

4 0.100 1370 4 108 80�20 0.05 2�109 9.97�105 1.99�107

5 0.997 137 4 108 80�20 0.05 2�109 105 2�106

6 9.98 13.7 4 108 80�20 0.05 2�109 104 2�105

7 99.7 1.37 4 108 80�20 0.05 2�109 103 2�104

8 0.103 340 4 108 20�5 0.2 5�108 9.70�105 4.85�106

9 0.102 680 4 108 40�10 0.1 109 9.78�105 9.78�106

10 0.100 1370 4 108 80�20 0.05 2�109 9.97�105 1.99�107

11 0.107 2730 4 108 160�40 0.025 4�109 9.36�105 3.74�107

12 0.100 1370 4 108 80�20 0.05 2�109 9.97�105 1.99�107

13 1.00 137 4 109 80�20 0.05 2�1010 9.98�105 2�107

14 10.0 13.7 4 1010 80�20 0.05 2�1011 9.97�105 1.99�107

15 100 1.37 4 1011 80�20 0.05 2�1012 9.97�105 1.99�107

16 0.100 1370 4 108 80�20 0.05 2�109 9.97�105 1.99�107

17 0.104 1370 10 108 200�20 0.05 2�109 9.66�105 1.93�107

18 0.107 2730 4 108 160�40 0.025 4�109 9.36�105 3.74�107

19 0.0988 2730 4 107 160�40 0.025 4�108 1.01�105 4.05�106
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ment is observed with increasing �� B2 / p in the case of the capsule

and with increasing �� B2 / pin in the case of the duct.

Effect of Duct Height h. Four runs for h=0.34 mm, 0.68 mm,
1.37 mm, and 2.73 mm �Nos. 8–11� were performed to obtain the
effect of the height on the mole fraction of oxygen. The duct
length and height ratio is fixed at 4. The pressure in a capsule is
fixed at 0.1013 kPa and the inlet pressure pin of a duct is fixed at

nearly 0.1 kPa. The gradient of the magnetic flux density �� B2 is
fixed at 108 T2/m for both cases. Computational parameters of
these runs are identical with the exception of the height. The mole
fractions of oxygen in the capsule and at the outlet of the duct are
plotted in Figs. 10�a� and 10�b�, respectively. A slight oxygen
enrichment is observed when h=0.34 mm. However, the obvious
oxygen enrichment is observed as increasing the height under the

identical pressure and identical �� B2.

Although the values of �� B2 / p �or �� B2 / pin� are almost identical
in these four runs, different plots for these four runs are observed.

Therefore, �� B2 / p �or �� B2 / pin� itself is not the governing param-
eter of this phenomenon. Among these four runs, the values of

�� B2 /Kn �or �� B2 /Knin� are not identical. The oxygen enrichment

is observed with increasing �� B2 /Kn �or �� B2 /Knin�.

Effect of �� B2 / „p Kn…. An additional four runs �Nos. 12–15�

were also performed to obtain the effect of �� B2 / �p Kn� �or

�� B2 / �pin Knin�� on the oxygen enrichment. The height was chosen
in such a way that the Knudsen number became identical and also

�� B2 was changed to maintain �� B2 / p �or �� B2 / pin� constant. The
number of cells in the height direction was fixed at 20. Therefore,

the values of �� B2 / �p Kn� �or �� B2 / �pin Knin�� for these four runs
are almost identical. The mole fractions of oxygen in the capsule
and at the outlet of the duct are plotted in Figs. 11�a� and 11�b�,
respectively. All the plots coincide with each other in each figure.

This result indicates that �� B2 / �p Kn� or �� B2 / �pin Knin� is one of
the governing parameters of this phenomenon. A slight oxygen
enrichment is observed in No. 8 of Fig. 10; therefore, the oxygen

enrichment occurs when �� B2 / �p Kn�	5�106 or �� B2 / �pin Knin�
	5�106 T2/ �Pa m�.

Here, the attention will turn to the order of �� B2. It is obvious

that �� B2 is 0 under the uniform magnetic field. On the contrary,

�� B2 takes a high value under a strong magnetic field gradient. It is
well known that magnetic lines of force concentrate on a sharp
edge. A strong magnetic field gradient can be obtained under a
combination of a sharp edge and a flat surface, and those are
pictured schematically in Fig. 1. A preliminary static magnetic

field analysis was conducted to find the order of �� B2 by using the

Fig. 5 Contour plots for No. 2: „a… mole fraction; „b… temperature; and „c…
pressure

Fig. 6 Contour plots for �� B2=108 T2/m: „a… mole fraction; and „b… pressure
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magnetic moment scheme. �� B2 is about 105 T2/m at the point
which is 5 �m apart from the sharp edge when a permanent mag-

net of 1.5 T is used. �� B2 of 5�105 T2/m is obtained under the
same geometrical configuration, using a superconducting magnet
of 20 T which is the highest level of the superconducting magnet
at present. If a superconducting magnet of 100 T is developed or
a geometrical configuration to obtain a strong magnetic field gra-
dient is found, this technique becomes feasible.

Effect of Duct Length �. An additional two runs for � /h=4

and 10 �Nos. 16 and 17� were performed to obtain the effect of the
duct length on the oxygen enrichment. The height of both ducts is
identical but only the duct length is different. Contour plots of the
mole fraction of oxygen in the duct are plotted in Figs. 12�a� and
12�b�. The mole fraction of oxygen at the duct outlet of both
results coincide with each other. This concludes that the duct
length of � /h=4 is enough to enrich the oxygen.

Under Low Gradient of Magnetic Density Flux �� B2. It is
very useful if the oxygen separation/enrichment occurs under a

low gradient of the magnetic flux density �� B2. To ensure this, the

Fig. 7 Contour plots of mole fraction of O2: „a… No. 1 „�� B2=1010 T2/m…; „b…
No. 2 „�� B2=1011 T2/m…; and „c… No. 3 „�� B2=1012 T2/m…

Fig. 8 Effect of �� B2 on mole fraction of O2: „a… capsule; and
„b… parallel-plate duct

Fig. 9 Effect of pressure on mole fraction of O2: „a… capsule;
and „b… parallel-plate duct
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case of �� B2=107 T2/m was examined. As mentioned above, the
oxygen separation/enrichment occurs by increasing the parameter

�� B2 / �pin Knin�. That is, the oxygen separation/enrichment occurs
easier when the pressure is low and the duct height is large. The

computations were conducted for, pin�0.1 kPa and h=2.73 mm
�Nos. 18 and 19�. The contour plots of the mole fraction of oxy-
gen are presented in Fig. 13. As shown in the figures, the slight

oxygen separation/enrichment occurs under �� B2=107 T2/m. The

Fig. 10 Effect of h on mole fraction of O2: „a… capsule; and „b…
parallel-plate duct

Fig. 11 Effect of �� B2 / „p Kn… on mole fraction of O2: „a… cap-
sule; and „b… parallel-plate duct

Fig. 12 Contour plots of mole fraction of O2: „a… No. 16 „� /h=4…; and „b… No.
17 „� /h=10…

Fig. 13 Contour plot of mole fraction of O2: „a… No. 18 „�� B2=108 T2/m…; and
„b… No. 19 „�� B2=107 T2/m…
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vale of �� B2 / �pin Knin� for the case of No. 19 is 4
�106 T2/ �Pa m�. Therefore, the oxygen enrichment occurs when

�� B2 / �pin Knin�	4�106 T2/ �Pa m�.

Concluding Remarks
The DSMC method was utilized to obtain distribution of mole

fraction of oxygen in a capsule and in a duct under a strong
magnetic field gradient. The molecular movement was calculated
by taking into consideration the magnetizing forces on the mol-
ecules. The computations were performed for a wide range of the
pressure and magnetic flux density gradient. The simulation re-

sults showed that �� B2 / �p Kn� is one of the governing parameters
of this phenomenon and the oxygen enrichment occurs when

�� B2 / �p Kn�	4�106 or �� B2 / �pin Knin�	4�106 T2/ �Pa m� and
there is a possibility of oxygen separation/enrichment from de-
compressed air under a strong magnetic field gradient if a super-
conducting magnet of 100 T is developed.

Nomenclature
B� 
 magnetic flux density �T�
C 
 mole fraction of oxygen ���
D 
 diffusion coefficient �m2/s�
f�m 
 magnetizing force per unit volume �N/m3�
f�p 
 magnetizing force on a molecule �N�

Kn 
 Knudsen number, =� /h ���
h 
 capsule height or duct height �m�
� 
 duct length �m�

M 
 molecular weight �kg/kmol�
m 
 mass of a molecule �kg�

NA 
 Avogadro number 6.02�1026 �1/kmol�
n 
 number density �1/m3�

�t 
 time interval �s�
� 
 acceleration �m/s2�
� 
 magnetic susceptibility per unit mass �m3/kg�
� 
 mean free path �m�

�0 
 magnetic permeability of vacuum
4��10−7 �H/m�

� 
 density �kg/m3�
� 
 VHS model index parameter ���

Subscript
in 
 value at inlet
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Simulation of Fiber
Suspensions—A Multiscale
Approach
The present effort is the development of a multiscale modeling, simulation methodology
for investigating complex phenomena arising from flowing fiber suspensions. The present
approach is capable of coupling behaviors from the Kolmogorov turbulence scale
through the full-scale system in which a fiber suspension is flowing. Here the key aspect
is adaptive hierarchical modeling. Numerical results are presented for which focus is on
fiber floc formation and destruction by hydrodynamic forces in turbulent flows. Specific
consideration was given to dynamic simulations of viscoelastic fibers in which the fluid
flow is predicted by a method that is a hybrid between direct numerical simulations and
large eddy simulation techniques and fluid fibrous structure interactions will be taken into
account. Dynamics of simple fiber networks in a shearing flow of water in a channel flow
illustrate that the shear-induced bending of the fiber network is enhanced near the walls.
Fiber-fiber interaction in straight ducts is also investigated and results show that defor-
mations would be expected during the collision when the surfaces of flocs will be at
contact. Smaller velocity magnitudes of the separated fibers compare to the velocity
before collision implies the occurrence of an inelastic collision. In addition because of
separation of vortices, interference flows around two flocs become very complicated. The
results obtained may elucidate the physics behind the breakup of a fiber floc, opening the
possibility for developing a meaningful numerical model of the fiber flow at the con-
tinuum level where an Eulerian multiphase flow model can be developed for industrial
use. �DOI: 10.1115/1.2567952�

Keywords: fiber suspension, multiscale modeling, direct numerical simulations, large
eddy simulation, fluid fibrous structure interactions, floc strength

1 Introduction

Flocculation or aggregation of fibers is widely observed in the
paper making industries �1�. In fact, strategies are required to
achieve retention, drainage, and good formation uniformity while
making papers. In papermaking, the word “flocs” usually refers to
groups of fibers clumped together as illustrated schematically in
Fig. 1.

Strong hydrodynamic forces, such as those of pressure screens,
can be very effective in redispersal of flocs where shear forces
may cause fibers to bend as depicted in Fig. 2. As the fibers
straighten out, they may lock together again mechanically. Paper-
makers sometimes make the distinction between hard flocs and
soft flocs �2�. Hard flocs, which are quite strong, are those formed
by very-high-mass retention aid polymers. When broken, they are
not able to form as strong flocs the next time. By contrast, mod-
erate levels of shear readily break soft flocs and are completely
reversible �2�.

Factors causing soft flocs to form in a shearing flow include
colloidal forces of attraction �3�. The specialists in papermaking
investigate floc strength and floc size as a function of addition of
chemicals and application of hydrodynamic shear. Their studies
involve probing the mechanisms, such as charge effects, polymer
bridging, and microparticle effects by which chemical additives
work.

Many different forces contribute to the floc strength including
those arise from the interlocking of elastically bent fibers �4�.

Chaouche and Koch �5� suggested that the interlocking process
might be characterized by Seff=EYI /�0�̇l4, where no elastically
interlocking can occur when Seff�1.

The factors affecting the magnitude of network-type floc
strength are the fiber concentration and the aspect ratio, which is
the ratio of fiber length to its diameter. Apparently, other effects of
importance are the stiffness of the fibers and the coefficient of
friction between the fibers �6�. Another parameter that effects on
the flocculation process is viscosity of fluid �7,8�, where the sus-
pending liquid viscosity seems to enhance tendency of the fiber
suspension towards uniformity. Attractive forces cause a signifi-
cant increase in the specific viscosity. Somewhat perfect unifor-
mity may be reached at consistencies where water alone would
yield gross flocculation. Also it should be noted that variations of
viscosity due to temperature of suspending liquid seem to have no
significant influence on the floc size �9�.

The fiber suspensions in the production line from wood to paper
are subjected to many types of chemical and mechanical pro-
cesses, in which the flow of the suspension is of vital importance.
The flow of the suspension determines the degree of uniformity of
the fibers through the processing, which in return affects the prop-
erties of the fiber suspension. In order to optimize the process,
thorough knowledge of the suspension flow is necessary, both on
the level of suspension, fiber networks and individual fibers.
Knowledge of the fiber suspension behavior combined with nu-
merical simulations provide an efficient design method for any
unit operation in the papermaking process.

Flow modeling of fiber suspensions started as early as 1959
when Baines �10� presented the Navier-Stokes–based solution for
the height of the water annulus, the existence of which had been
determined by Head and Durst �11�. Myréen introduced the rheo-
logical modeling in �12�. In that paper, the rheology model is
shown to work for both the Couette flow and the pipe flow on the
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Durst �13� measurements. This was an important step, because he
introduced a flow model that was not restricted to pipe flow, but
could be applied in any other geometry. Huhtanen �14� applies the
generalized Newtonian models to the flow of paper pulp suspen-
sions, his data is the same as used by Hämäläinen �15�. He
showed that the commercial flow simulation programs, in this
case POLYFLOW, are able to model the plug flow region, and also
the wall slip phenomenon. A vast literature exists focusing on
viscoelastic nature of fiber-water suspensions. The viscoelastic
properties of fiber suspensions were investigated by Damani et al.
�16� for 2–13 % suspensions, and Swerin et al. �17� evaluated
3–8 % pulp suspensions. They investigated the loss and storage

modulus for different straining frequencies and amplitudes. The
maximum straining amplitude corresponded quite well with the
yield stresses, as measured by Bennington et al. �4�, but this is
hardly surprising. For modeling purposes, viscoelastic properties
have to be accounted for flowing fiber suspensions under high
shear.

Turbulence is present in most applications involving flow of
fiber suspensions. Turbulence is assumed to be one of the most
important mechanisms behind formation and destructions of fiber
flocs. As the material properties are very different from any
single-phase fluids, the parameters of any of the existing turbu-
lence models are probably not suited for the fiber suspensions. In
fact, each fiber suspension probably needs its own addition to the
turbulence models, for instance, in the form of additional damp-
ing, depending on the fiber length, concentration, and degree of
fibrillation of the fiber. Among the earlier efforts for describing
turbulent flow of fibers suspensions, the work of Wikström �18� is
the study of different methods for simulating both the laminar and
turbulent state of fiber suspensions. Hämäläinen �15� introduced
mathematical modeling of dilute fiber suspensions in application-
based flows with a simulation program for head box flows. Lin-
droos et al. �19� studied the effect of the fibers on turbulence
created in a backward-facing step, based on an additional dissipa-
tion term in the Reynolds stress model. Kuhn and Sullivan �20�
made a similar set of measurements and simulations of a flowing
fiber suspension after a grid in a thin two-dimensional �2D� chan-
nel. The simulations were transient large-eddy simulations �LES�,
the turbulent intensity was equal to the measured values.

As has been shown, a lot of simulation and measurement data is
available either to be used as reference for fitting material models
or as validation for the simulations. There are only a few attempts
at describing the flow phenomena through mathematical model-
ing. None of the published measurement results contradict using
multiscale flow models. Hence, the objective of this paper is the
development of a multiscale modeling and simulation for investi-
gating complex phenomena arising from flowing fiber suspensions
mainly of interest to paper makers. The present efforts include the
development of �i� a mathematically rigorous multiscale modeling
methodology capable of coupling behaviors from the Kolmogorov
turbulence scale through the full-scale system in which a fiber
suspension is flowing, �ii� a computational simulation framework
built around this methodology into which techniques for investi-
gating behaviors at the various scales can be effectively inte-
grated, and �iii� a proof of concept of the developed core tech-
nologies using synergetic interactions with experimental studies.
Efforts are mainly focused on fiber floc formation and destruction
by hydrodynamic forces in turbulent flows, the key aspect of
which is adaptive hierarchical modeling. Specific consideration
will be given to simulations of viscoelastic fibers in which the
fluid flow will be predicted by a method that is a hybrid between
direct numerical simulations �DNS�, and large eddy simulation
techniques �21�. In addition, fluid fibrous structure interactions
�FSI� �22� will be taken into account. Fiber-orientation distribu-
tion and floc formation breakup are to be studied in shear flows.
The results can elucidate the physics behind the break up of a fiber
floc, opening the possibility for developing a meaningful numeri-
cal model of the fiber flow at the continuum level where an Eu-
lerian multiphase flow model will be developed for industrial use.

2 Mathematical Formulation

2.1 Fluid Phase. Calculating turbulent flows in fiber suspen-
sion whose results can be validated against the data from particle
image velocimetry �PIV� �23� requires solution of the Navier-
Stokes equations, which is referred to as direct numerical simula-
tion. However, it is currently not feasible to perform DNS for fiber
suspension flows due to prohibitive computational requirements.
Considering the current rates of increase of computational power,
it is quite unlikely that DNS will become a popular engineering
tool in the near future. Engineering interest is mainly focused on

Fig. 1 A schematic of a group of fibers clumped together.

Fig. 2 „a… The original shape of the fiber network whose fibers
are bonded together due to colloidal forces of attraction, „b–j…
Deformed shape of the fibrous network under different shear-
ing motion. In „f…, the contact of middle fiber with its right-hand
side neighbor is frictional. The material properties and the di-
mensions of the fibers are given in Sec. 3.
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the behavior of larger scales. However, the dynamics of larger
scales is influenced by the presence of small scales because of
nonlinear interactions.

It is important to distinguish between turbulence in the fibrous
assembly and turbulence on the global scales in that of the chan-
nel. In some sections of the fibrous assembly, a smaller fraction of
the mechanical energy is converted to turbulence, resulting in
relaminarization. For such flows, a simulation method, such as
large eddy simulation would be required. In fact, the LES has
proven to be a valuable technique for the calculation of turbulent
flows in complex geometries �23�. LES is a technique in which
only larger scales are resolved numerically while effects of
smaller scales are modeled. In this case, large-scale unsteadiness
can be captured.

In brief, LES consists of resolving large-scale flow features and
modeling subgrid-scale stresses, which represent the effect of un-
resolved scales on resolved scales within the filtered Navier-
Stokes equations with the Smagorinsky eddy viscosity model,
which has been widely used. The Smagorinsky model requires
definition of a constant, a length scale, and a time scale. There are
difficulties near boundaries and with stretched meshes. Currently,
dynamic Smagorinsky models are preferred for wall bounded and
free shear flows. However, the model should be improved for
pressure-driven separation.

Recently, Hughes et al. �24� argued that many shortcomings of
Smagorinsky-based approaches were associated with their inabil-
ity to successfully differentiate between large and small scales.
More recently, Collis �25� suggested that by assuming sufficient
scale separation between unresolved scales and larger scales, di-
rect influence on the evolution of the larger scales by unresolved
scales could be neglected. However, the unresolved scales are
expected to significantly influence the small scales; therefore, they
must be modeled.

In brief, incompressible Navier-Stokes equations may be given
as �25�

N�Ui� = � �uk
f

�t
+ �uj

fuk
f�,j +

p,k

� f
− �uk,j j

f

uj,j
f � = � fk

�
� = Si, in � f

�1�

where uk
f�k=1,2 ,3� represents the velocity vector of the fluid

phase and p is the pressure, � is the kinematic viscosity, fk is a
body force, � is a volumetric mass source, and � f is the spatial
domain for the fluid phase with boundary � f =�� f. The state vec-
tor, Ui	
uk , p�, is defined on the space-time domain of the fluid
phase, Q, whose boundary is denoted by P.

Equation �1� may be solved subject to appropriate boundary
and initial conditions. To derive the variational form of Eq. �1�,
the entire equations are dotted with a vector of the test functions,
Wi

f, and integrated over the spatial domain. The variational mul-
tiscale form of the equations, B�Wi

f ,Ui�	�Wi
fN�Ui��Q, may be

obtained using a three level partition, as illustrated in Fig. 3. Here,
�f igi�Q=�QfigidQ.

For three-level partition, the solution is partitioned as Ui= Ūi

+ Ũi+ Ũi, and the test function Wi
f 	
wk

f ,r� is given as Wi=W̄i

+W̃i+W̃i, where the first and second terms on the right-hand side
represent resolved quantities. Following Collis �25�, the exact
equations of motion for each scale, namely, large-scale, small-
scale and unresolved scales, may be given as, respectively,

B�W̄i
f,Ūi� + B��W̄i

f,Ūi,Ũi� − R�w̄k
f , ũk

f�

= �W̄i
fFi�Q − B��W̄i

f,Ūi,U� i� + R�w̄k
f ,u�k

f� + C�w̄k
f , ũk

f ,u�k
f�

B��W̄i
f,Ūi,Ũi� − R�w̃k

f , ũk
f�

= − �B�W̃i
f,Ūi� − �W̃i

fFi�Q� − B��W̃i
f,Ūi,U� i� + R�w̃k

f ,u�k
f�

+ C�w̃k
f , ũk

f ,u�k
f�

B��W� i
f,Ūi + Ũi,U� i� − R�w� k

f ,u�k
f� = − �B�W� i

f,Ūi + Ũi� − �W� i
fFi�Q�

�2�
where the Reynolds stress projection �of the unresolved Reynolds
stress onto the large scales�, namely, R�w̄k

f , ũk
f�, and the cross-

stress projection of the large-unresolved cross-stress onto the large
scales� are defined as, respectively,

R�w̄k
f , ũk

f� = �w̄k,p
f u�k

fu�p
f �Q − �w̄k

fnpu�k
fu�p

f �P

C�w̄k
f , ūk

f , ũk
f� = �w̄k,p:�ūk

fu�p
f + ūp

f u�k
f��Q − �w̄k

fnp�ūk
fu�p

f + ūp
f u�k

f��P

�3�

Here, np is the unit outward pointing normal on the boundary � f.
A useful feature of variational multiscale method is the projec-

tion operator by which scales can be separated utilizing a set of
basis functions. As illustrated in Fig. 3, by choosing sufficient
scale separation, the small scales insulate the larger scales from
unresolved scales; therefore, unresolved scales have a negligible
direct influence on the dynamics of large scales. With this assump-
tion, the modeled large and small scale may be simplified as,
respectively,

B�W̄i
f,Ūi

h� + B��W̄i
f,Ūi

h,Ũi
h� = R�w̄k

f , ũk
h� + �W̄i

fFi�Q

B��W̃i
f,Ūi

h,Ũi
h� − R�w̃k

f , ũk
h� = M − �B�W̃i

f,Ūi
h� − �W̃i

fFi�Q� �4�

where M represents the model term and the superscript h denotes
the approximate solution due to modeling error.

The model term M can be given in terms of eddy viscosity as

M  − � �̃T

2�w̃k,p
f + w̃p,k

f ��ũk,p
f + ũp,k

f ��Q

�5�

with �̃T=1/2�Cs	̃�2��ũk,p
f + ũp,k

f ��ũk,p
f + ũp,k

f ��1/2. Here, Cs is the

Smagorinsky constant and 	̃ represents the length of the small
scales.

The large-scale equation, namely, the first equation in �4�, also
has a modeling approximation as clarified by Collis �25�. How-
ever, the large scales do not include any direct model terms, such
as M. In this light, the aforementioned model can be thought of as
a hybrid between DNS and LES. The advantage of this approach
is that even coarse-grid results obtained using the aforementioned
model would be superior to those obtained with other discretiza-
tions.

2.2 Fibers. In the following, the mathematically rigorous
multiscale model for the fluid phase is generalized in order to
couple the fluid and solid fields. The model can be applied to
complex flows, such as fiber suspension, with use of finite element
method. In fiber suspension flows, fluid-structure analysis plays a
key role. On one hand, the analysis presented in the preceding
section predicts how the fluid presses around and against the fi-
brous structure, along with the distribution of pressure. On the
other hand, structural analysis is required to determine the behav-
ior of fibrous structure under fluid loading conditions as well as

Fig. 3 Interaction regions between resolved and subgrid
scales

448 / Vol. 129, APRIL 2007 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



complicated contact stresses. The two disciplines meet at the sur-
faces of the solid structure, and each may provide loads and
boundaries for the other.

In light of the above, the procedure for a coupled-field analysis,
such as fiber suspension, requires a sequential method, which in-
volves fluid and fiber sequential analyses. In the present study, the
two fields of fluid and solid are coupled by applying results from
fluid analysis as loads in the structural analysis presented below.

The general equations of motion in referential coordinates for
an elastic continuum such as neutrally buoyant fibers as illustrated
in Fig. 2 �in absence of body forces� may be given as �26�

�sD̈i
s = 
ij,j

�el�, in �s �6�

The displacements in a fixed rectangular Cartesian coordinate sys-
tem Xj �j=1,2 ,3� are denoted by Di

s=xi−Xi=Di�Xj , t� with kine-

matical relations D̈i
s=� /�t2xi�Xj , t�. Equation �6� with constitutive

equation 
ij
�el�=��Ekk��ij +2GEij and geometric equations Eij

=1/2�Sij +Sji�, where Sij represents the displacement gradient pro-
vide 15 equations for the 15 unknowns comprising six stresses

ij

�el�, six strains Eij, and three displacements Di
s.

The set of equations given above has to be solved for appropri-
ate boundary and initial conditions listed below:


ijnj = Ti�t�, on �b1

��
ij�xi
+ − �
ij�xi

−�nj = 0, on �b2

xi�Xj,0� = Xi
0

ẋi�Xj,0� = Vi�Xj� �7�

The first condition in �7� is related to interaction between fluid-
solid particles, and the second one explains the solid-solid par-
ticles interactions. In other words, the second condition in �7�
represents the contact discontinuity given along an interior bound-
ary �b2 when xi

+=xi
−. Hence, the present modeling methodology is

capable of prediction of contact behavior of solid particles via the
second condition in �7�. In addition, the fluid-solid interaction
may be accurately modeled utilizing the first condition in �7�.

The variational formulation may be obtained from �6� and �7�
by using the Gauss theorem. That is,

�
Vb

�D̈i
s�Di

sdVb +�
Vb


ij�Di,j
s dVb −�

�b1

Ti�Di
sdSb = 0 �8�

Equation �8� is the weak form of the equilibrium equation.
The analysis is based on a single spatial discretization across

the �=� f ��s. The load transfer occurs via boundary conditions
�7�, and no slip boundary condition is assumed for the fluid phase
at the solid boundaries. Modeling of fiber-fiber interaction re-
quires a single method such Lagrange, Euler, or a mixture of
Lagrange and Euler �arbitrary Lagrange Euler�. Lagrange method
is mainly used in structural dynamics, while the Euler method is
more common for fluid dynamics. The first approach allows one
to describe small displacements and material interfaces more ex-
actly than Euler method. Load histories of material fixed to a
Lagrange cell provide the usage of special material laws, which
are not as easily applicable in Euler method �27�. For the numeri-
cal simulation of the collision of fibers, each of the different meth-
ods mentioned above has unique advantages and there is no single
ideal numerical method that would be appropriate to the various
regimes of a collision. In the present study, the Lagrange method
of space discretization is used for which the numerical grid moves
and deforms with the material.

The advantages of Lagrange method are computational effi-
ciency and ease of incorporating complex material models. The
disadvantage of the method used is that the numerical grids may
become severely distorted in an extremely deformed region. This

can cause adverse effects on the integration time step and accu-
racy. However, these problems can be somewhat overcome by
applying numerical techniques such as rezoning.

One of the central problems in devising descriptions of vis-
coelastic materials in fiber suspension flows is the question of how
to describe the manifestation of both elastic and viscous effects.
Mase �28� suggested that in developing the three-dimensional
theory for viscoelasticity, distortional and volumetric effects must
be treated independently. To this end, the stress tensor may be
resolved into deviatoric and spherical parts, given as


ij = Sij +
1

3
�ij
kk �9�

where Sij =�0
t s�t− t��deij /dt�dt�, and the relaxation function used

in the model is given by s�t�=G�+ �G0−G��e−t/�. Note that in
the present study the so-called summation convention is used.
Moreover, it is assumed that the stress and strain vanish for times
−�� t��0.

The volumetric part of stress tensor would have a similar form,
but with different relaxation functions. Therefore, the governing
field equations for an isotropic viscoelastic continuum body such
as fibers illustrated in Figs. 1 and 2 take the following form:

�D̈i
s = �
ij�,j

�ij =
�Di,j

s + D j,i
s �

2

Ṡij + Sij

�
=

�G0 + G��ėij + G�eij

�
�10�

The first equation in �10� is equation of motion, the second equa-
tion is strain-displacement expressions, and the third equation is
stress-strain relation.

Because of prohibitive computational requirements, it is un-
likely that any nonlinear viscoelastic model can be implemented
for the above-mentioned fluid fiber interaction system in a fore-
seeable future. In this light, in the present study fibers are assumed
to be made of a linear viscoelastic material. The advantage of the
proposed model is that the complex fiber-fiber interactions, in-
cluding contact due to colloidal forces of attraction and even col-
lision can be modeled with computational efficiency.

2.3 Stabilization Methods. The stabilization methods, such
as streamline-upwind/Petrov-Galerkin �SUPG� and pressure-
stabilizing/Petrov-Galerkin �PSPG� methods �29� are indispens-
able in the analysis of fiber suspension. The family of the Petrov-
Galerkin methods has been known to be free from artificial
diffusion, theoretically. However, the stabilization methods and
their performances depend on the finite elements that are used in
the analysis. In the present attempt, SUPG stabilization method is
used in conjunction with appropriate finite elements in order to
obtain both the stability and accuracy.

In some cases, the bending stiffness of fibers could be small
and, therefore, their motion may be sensitively affected by a pres-
sure oscillation, which is created by numerical instability of the
employed method. In addition, the presence of sharp boundary
layers near the fibers could lead to unrealistic response of fibers
using an inappropriate combination of stabilization method and
finite element interpolation.

The finite element analysis employed in the present study is
briefly described below. The arbitrary Lagrangian-Eulerian �ALE�
finite element formulation is used for the fluid, and total Lagrang-
ian formulation for the fibers. Because the velocity-pressure
mixed interpolation plays a key role for the fluid element, tetra-
hedral elements are utilized in conjunction with SUPG stabiliza-
tion method. The combination of SUPG stabilization method and
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tetrahedral elements appears to be the most suitable approach.
The formulations specified in this section with the stabilization

method mentioned above provide the numerical results presented
in Sec. 3.

3 Results and Discussions
As mentioned earlier, a sequentially coupled analysis is re-

quired from fluid and solid disciplines, which interact to solve the
fiber suspension problem that is a transient problem. Here, the
calculation of the flow field over the spatial domain � f at a time
step provides stress loads, which must be used in the structural
analysis of the fiber system a sample of which is illustrated in Fig.
4. The stress loadings result in a deflection of the fiber as illus-
trated in Fig. 5. The fiber deflection changes the geometry of the
flow field around the fiber network. However, if the time step �t is
small enough, then the change is small and there is no need to

iterate. Since the analysis is fully coupled, results of the structural
analysis will change the input to the fluid analysis in the next time
step.

In order to obtain an overall converged coupled fluid-structure
solution, it would be necessary to update the finite element mesh
in the fluid region to coincide with the structural deflection. The
major challenge faced in simulating the system such as fiber net-
work in a channel flow discussed below is resolving the interfacial
motion. The remedy for this problem is to employ dynamic inter-
faces treatment for modeling the flow passing the accelerating
fiber network. Generally speaking, the natural framework for dy-
namic interface problems is the Lagrangian method, in which the
interface representation is embedded in the material description of
flow and the mesh, convects and deforms with the flow, and there-
fore, interfaces that are well resolved initially remain sharp during
simulations. The disadvantage of the aforementioned method is
that unless the interface motion is small, the mesh quickly distorts
and becomes inappropriately coarse or fine which is not desirable
for flow-field calculations. It may be useful to treat the large in-
terfacial motion by employing fixed spatial resolution. This ap-
proach is called Eulerian approach in which the meshes are static
and need not to evolve in time. However, the major drawback of
using a fixed-grid method is that a fine mesh is required every-
where to achieve high resolution, which could be far too costly.
As an alternative, a moving body-fitted mesh can be used, which
follows closely the moving interfaces. This approach is called the
arbitrary Lagrangian-Eulerian method. The appeal of this method
is that when interfacial motion is small, mesh topology can kept
fixed over time. However, for problems with large relative inter-
facial motion the mesh regenerated frequently to follow the evolv-
ing and deforming boundaries. In the simulations described in the
following section a Lagrangian framework is adopted that evolves
the grid points at each time step. In the following example, only a
portion of the model requires remeshing, which is the region in
the immediate vicinity of the fiber network region.

3.1 Single-Fiber Network in a Channel Flow. The dynamics
of a fiber network consists of five straight and cylindrical fibers, as
illustrated in Fig. 5�b�, is investigated in a duct flow. The diameter
of a single fiber is 0.1 mm and whose length is 3 mm. The duct is

Fig. 4 Instantaneous vector plot of the velocity field in the
vicinity of a point of contact between two fibers in an acceler-
ating fiber network whose schematic is illustrated in Fig. 5. An
observer moving with the fibrous system makes the realization.

Fig. 5 „a… Schematic of a fiber-water suspension flow in a channel. The dimensions of the
channel are L=5 cm and H=w=1 cm, „b… the original shape of the fiber network. The dimen-
sions of a single fiber are l= 3mm and d=0.1 mm. „c… Á sample of the mesh used in the
fiber-water system. „d–f… Temporal evolution of the fiber network. Note that fluid-fiber interac-
tion caused the fibers to bend and the network to deform. The pressure at the outlet of the
channel is assumed to be atmospheric.
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a parallelepiped with rectangular cross section whose dimensions
are H=1 cm, W=1 cm, and L=5 cm, as illustrated in Fig. 5�a�. To
obtain a better understanding of fluid-fiber interaction, the fiber
network is initially placed at y0=1 cm from the inlet of the duct
from which water is flowing at the rate of ṁ=0.05 kg/s. The
velocity profile in the duct can change from 0.1 m/s to 0.6 m/s
so the maximum Reynolds number can reach �6000. The fluid
velocity profile at the inlet of the channel is perturbed to obtain a
profile that closely resembles a turbulent channel flow. The fiber
network is assumed to be initially at rest.

The fibers are elastic material with the material properties of
��w, E=106 Pa, and Poisson’s ratio of �s0.01. The physical
properties of water are �w=998.2 kg/m3 and �w1�10−6 m2/s.
The fibers are assumed to be bonded together due to colloidal
forces of attraction. The domain is discretized using 4�105, 3D
tetrahedral elements, and 8�104 nodes a sample of which is de-
picted in Fig. 5�c�. Using appropriate values for the underrelax-
ation factors for the pressure and velocities, a reasonable rate of
convergence was achieved. The convergence was considered to be
achieved when the conservation equations of mass and momen-
tum were satisfied, which was considered to have occurred when
the normalized residuals became smaller than 5�10−5. The nor-
malization factors used for the mass and momentum were the
maximum residual values after the first few iterations. It is worth
noting that refinement of the grids did not produce any significant
differences in the results. Using a time step of 1�10−3 s, the
unsteady calculations were performed until the fiber network had
reached to yn=1.5 cm, as illustrated in Fig. 5�a�. Temporal evolu-
tion of the fiber network shape is illustrated in Figs. 5�d�–5�f�. To
obtain better visualization, the network deflection is scaled in the
aforementioned figures. The unscaled deflections are of order of
fiber diameter. The result of this section provides insight into the
dynamics of simple fiber networks in a shearing flow of water in
a channel flow. It would be expected that the shear-induced bend-
ing of the fiber network is enhanced near the walls. The forces
acting on the fibers are the normal force and adhesive force that is

independent on the normal force. The normal forces increase with
crowding factor, which means that the yield stress of a fiber sus-
pension would be different for suspensions characterized by a
large adhesive force than for suspensions with a larger friction
coefficient. The adhesive force and friction forces relate to the
state of the fiber, the degree of fibrillation and swelling.

Flexible fibers in a flow with nonzero velocity gradients will be
exposed to viscous and dynamic forces, as well as interfiber con-
tact forces which elastically deform the fibers. Thus, fibers bend-
ing are high near the wall. An example of deformed network in
the wall region is illustrated in Fig. 2�i�, which clearly represents
that shear forces may cause fibers to bend. Figure 2�f� represents
the deformed shape of the fiber network in a channel flow when
the contact between the middle fiber and its right-hand side neigh-
bor is set as frictional, with the coefficient of friction of 0.8. The
experimentations using particle image velocimetry �PIV� tech-
niques are required to guide modifying the present model for pre-
dicting the dynamics of fiber suspension more accurately.

The results presented in this section may be useful to predict
breakage and to improve fiber network stability. The present
model may be further generalized to investigate mechanisms, such
as charge effects, polymer bridging, and microparticle effects by
which chemical additives work. This would be the approach to
pursue the present research in the future.

3.2 Random Fibrous System in a Duct Flow. The cylindri-
cal model may be not the only geometrical system for the descrip-
tion of the fibers. There are a number of open questions regarding
the convection of fibers near walls, including flow-induced align-
ment and dispersion rate.

In the present section, the velocity and pressure fields are illus-
trated around a randomly oriented fibrous system in a duct flow.
Figure 6 represents an instantaneous distribution of the aforemen-
tioned fields taken after 5�10−3 s. To divide the geometry into
discrete control volumes, more than 5�105, 3D tetrahedral com-
putational cells and 105 nodes were used. In addition, roughly 106

Fig. 6 Vector plot of a velocity field in a moderately dense fiber suspension of thirty multisized
fiber assembly. To improve the visualization of the vector field, a low-resolution grid is used.
The dimensions and the material properties of the fibers are given in the text. Water flows from
the left to the right in a parallelepiped duct with rectangular cross section cubic duct with
dimensions of 4Ã3.5 cm2, and the length of channel is only 4 cm. „Inset… Fluid pressure dis-
tribution around the fibrous assembly. Also shown is the fluid pressure distribution on two
perpendicular plane, xy plane and xz plane located at Z=−5.4 mm and Y=−8.5 mm, respec-
tively, with respect to the origin located at the center of the inlet.
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wall triangular elements were generated for fibers. The results
appear to be grid independent because different meshes applied
for the investigation.

The shape of the fiber is assumed to be prolate spheroid, as
illustrated in Fig. 6. The analysis is made for a multisized assem-
bly of 30 fibers to investigate the conditions for which an orien-
tated fibrous system can be achieved. There are four groups of
spheroids. The groups consist of six very long spheroids with a
polar radius of 12.5 mm and the ellipticity of 0.998, four long
spheroids with a polar radius of 10 mm and the ellipticity of
0.997, six medium-sized spheroids with a polar radius of 7 mm
and the ellipticity of 0.994, and 14 small spheroids with a polar
radius of 3 mm and the ellipticity of 0.94. The surface area of a
prolate spheroid may be given as

Sfiber = 2�a2 + 2�
ac

e
sin−1 e �11�

where a is the equatorial radius, c is the polar radius and e
=�c2−a2 /c is the ellipticity.

As can be seen from Fig. 6, the fluid velocity field in a duct
flow of a random fibrous assembly is quite complex. Two types of
vortices may be observed �namely, the void and pseudo vortices�,
which play an important role in the transport mechanism of the
turbulence and redispersal of fiber, in fiber in the fibrous system.
Dispersing of fibers results in a dramatic reduction in the apparent
viscosity of the fiber suspensions, which allows the suspension to
flow up to very high fiber concentrations.

The results presented in Fig. 6 may be used for accurately
evaluating the hydrodynamic forces and torques in a system for
which the occurrence of relaminarization from turbulent to lami-

nar regime is quite likely leading to the conditions at which com-
bination of different flow types exists. In the gaps between con-
tacting fibers, velocity can be higher than the velocity in the duct;
therefore, the Reynolds number will reach more than 6000.

The model described in this section and in Sec. 3.1 is a particle-
level, dynamic simulation technique to investigate the structural
behavior of fiber suspensions flowing in straight ducts. The model
incorporates a variety of features, including fluid-fiber interaction,
multisized assembly, fiber flexibility, fiber-fiber interaction, and
irregular fiber shapes. Investigating flocculation processes in a
complex geometry such as that shown in Fig. 6 deserves further
study.

3.3 Interaction of Two Aggregates of Fibers. It is known
from experimental data �30� that flexible fibers tend to aggregate
as illustrated in Fig. 7�a�. The aggregates are undesirable in fiber
processing because they lead to problems in resulting products.
Indeed, dispersing the fibers is thought to result in a dramatic
reduction in the apparent viscosity of the fiber suspension. In this
section, the mathematical approach detailed in Sec. 3.2 is used to
investigate further the aggregate-aggregate interaction in a turbu-
lent pipe flow whose Reynolds number is �10,000. To this end,
numerical results are presented, obtained by three-dimensional
computation, for fluid field around two moving circular cylinders
with irregular surface shape, whose initial arrangement is illus-
trated in Fig. 7�b�. The cylinders with irregular surface shapes, as
shown in Fig. 7�b�, are used to reproduce approximate shapes for
the aggregates of fibers. The schematics of the tube as well as the
fiber aggregates are illustrated in Fig. 7�c�, which presents de-
tailed information, including the dimensions as well as the
samples of triangular meshes used in order to discretize the
surfaces.

As shown in Fig. 8�a�, initial velocities in the y and z directions
are given to the cylinders to investigate the hydrodynamics as well
as the solid mechanics interactions between the two approaching
cylinders in a pipe flow. As illustrated in Figs. 8�b� and 8�c�, the
cylinders in the flowing stream of water �mainly in the x direction�
are gradually aligned due to drag in a side-by-side arrangement
and a collision would be expected to occur when the surfaces will
be at contact. Figures 8�d�–8�f� represent sample results of flow
fields around two moving cylinders. As it can be seen from the

Fig. 7 „a… Flocculated suspension observed in the extrusion of
an ultra-high consistency fiber suspension. „b… Schematics of
fiber aggregates. „c… Schematic of the pipe whose dimensions
are D=2 cm and L=35 cm. In addition, samples of triangular
meshes used to discretize the inlet, outlet, and wall faces of the
pipe are shown. The number of elements used for the afore-
mentioned faces are 12,994, 12,933, and 168,285, respectively.
The boundary condition at the outlet is pressure constant and
is set to the atmospheric pressure. The dimensions of aggre-
gates initially located at y0É20 mm, are as follows: l1= l2
=8 mm, and d1=d2=0.75 mm, and the triangular finite element
meshes used are 22,772, and 20,054. The total tetrahedral ele-
ments used to discretize the grid is 3,311,197.

Fig. 8 „a… Initial configuration of the two aggregates. The ar-
rows represent their initial velocity vectors. „b… Configuration
of aggregates after 3Ã10−3 s. „c… Configuration of aggregates
after 5Ã10−4 s from that shown in „b…. „d… and „e… are vector
plots of the velocity field around the aggregates whose ar-
rangements are illustrated in „a… and „b…, respectively. The
simulations are unsteady and the time step for the liquid phase
equals 5Ã10−6. „f… The magnified velocity vector field for the
configuration as illustrated in „c… when the aggregates are very
close to each other. The velocity magnitudes are dimension-
less defines as Vs

* =Vs /Vinlet, where the average velocity of wa-
ter at the inlet, Vinlet, is set to 0.5 m/s.
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aforementioned figures, flows around two circular cylinders be-
come very complicated due to interference of vortices separated
from the cylinders. The results presented in Fig. 8 are based on an
approach that is performed on the basis of the Petrov-Galerkin
formulation of the Navier-Stokes equations for the fluid phase.
The present approach appears to extend the range of accuracy and
reliability of predictions important to applications, such as fiber
suspension, where technological progress requires confronting
turbulence.

Figure 9 represents the solid body interactions where the instant
of contact between two aggregates is illustrated in Fig. 9�a�. Cur-
rently, no reliable information for physical properties of viscoelas-
tic fibers can be found in the literature. For example, Bennington
et al. �4� reported a value for the elastic modulus of fibers, which
appears to be quite high. In addition, a very low value is reported
by Swerin �31�. In the present mesostructure approach, reasonable
values for the physical properties are assumed and the conse-
quences are then explored at the macrostructural level. The advan-
tage of this is that, if a particular phenomenon is not well mod-
eled, the physical properties can be revised and even the relevant
physics put in place. Note that the physics of turbulent fiber sus-
pension is so complex that one must guess which variables to put
in the model hoping to produce features of use for the design
process. Indeed, simple models with the right physics should be
favored.

In light of the above, the physical properties are listed in Table
1 is used to predict the collision behavior of the aggregates whose
geometry at contact is illustrated in Fig. 8�a�. Geometrically non-
linear analysis is used throughout the simulation due to large de-
formations expected during the collision. At first, a suitable level
of mesh refinement is established on the basis of the Hertz elastic
contact problem. The surface elements are colorcoded using the
dimensionless solid velocity defined as Vs

*=Vs /Vinlet. Next, a vis-
coelastic model is utilized consists of auxiliary spring in series
with the Kelvin model �32�. However, this model is not sufficient
for analyzing the cases at which the adhesive effects are relatively
large. Figures 9�b�–9�d� represent three instantaneous configura-
tions of the aggregates each separated by 3�10−7 s. As can be
seen from Fig. 9�d�, the velocity magnitudes of the separated fi-
bers are smaller than those before the collision implying the oc-

currence of an inelastic collision. The coefficient of restitution
defined as the ratio of the relative velocity of the aggregates after
the collision to that before the collision may be controlled by the
value of relaxation time as introduced in Table. 1.

The fibers as depicted in Fig. 9�d� appear to slightly bend due to
contact forces. Here, the deformation history is very similar to that
presented by Goldsmith �33�, as an assumed scenario for defor-
mation history in stereomechanical impacts. At this stage, it is
instructive to consider an adhesion force as a parameter to inves-
tigate cohesive characteristics of the aggregates. As illustrated in
Fig. 10, in the absence of any adhesive forces, the inelastic solid
body interaction between two aggregates whose configuration is
shown in Fig. 10�a� leads to separation of cylinders after a short
contact time of order of 10−6 s as illustrated in Fig. 10�b�. How-
ever, as depicted in Fig. 10�c�, by adding an adhesive force the
collision becomes completely plastic and two aggregates form a
lager floc of fibers. Figure 10�d� represents the zone model geom-
etry as well as the force-separation relationship used in the present
attempt. Therefore, the aforementioned viscoelastic model is gen-
eralized by including a Lenard-Jones–type adhesive interaction
�34� when two surfaces approach or are separated. Any kind of
functional can be used for the force-separation interaction in order

Fig. 9 Solid-body collision of aggregates: „a… the instant of contact and „b–d… three instantaneous configura-
tions of the aggregates in contact each separated by 3Ã10−7 s. The configurations in „b–c… represent the
approach and the restitution periods, respectively. The configuration in „d… represents the instant of separa-
tion. The simulations are unsteady and the time step for the aggregate-aggregate contact equals 4Ã10−10. The
surface elements are color coded using the magnitude of the dimensionless velocity of the aggregates. Here,
the velocities are normalized using the magnitude of the inlet velocity of water. Physical properties used in
solid body collision of the aggregates are listed in Table 1.

Table 1 Physical properties of fiber and water

Material Properties Symbol Value

Fiber Elastic modulus E 6�106 Pa
Density � �w

Poisson’s ratio �s
0.05

Instantaneous shear modulus G0 2.86�106 Pa
Long-time shear modulus G�

0
Relaxation time � 10−5 s

Material type Pulp fiber
suspension

Surface friction coefficient � 0.8
Water Density �w 998.2 kg/m3

Temperature Tw 293 K
Kinematics viscosity �w 10−6 m2/s
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to find the right physics. The results presented in Fig. 10 highlight
the key role plays by adhesive forces in formation of fiber flocs.
The present efforts may be completed by conducting experiments
to determine the extrudability of concentrated fiber suspension.
The obtained results support the notion that wet-end chemical
additive, such as water-soluble polymers might disperse fibers due
to adjustments they may provide in the cohesiveness of the aggre-
gates. In this light, the present approach appears of use to develop
a meaningful picture of fiber-fiber interactions for which even no
detailed information of physical or surface properties exists in the
literature. However, the final goal would be simplicity in the cor-
rect theoretical framework such as that mentioned above, with
enough empirical inputs to ensure a quantitative prediction.

Figure 11�a� illustrates the elements in the grid for deformed
aggregates after the inelastic collision detailed in Fig. 9. The fibers
can bend and their geometry become distorted after the collision
as shown in Fig. 11�b�. Figure 11�c� reveals that the slip velocity
between aggregates and water could be large after separation be-
cause the relaxation time for water velocity to conform to that of
the aggregates could not be short compared with the collision time
during which the velocity of aggregates varies significantly. In this
light, the interaction between the solid and the liquid phase may
generate a high pressure on the surface of aggregates as shown in
Fig. 11�c�, where the evolution of the pressure field can play a role
in the rearrangement of aggregates and their translational move-
ments as well as their orientations. The manner in which the fluid
particles are agitated and the role of turbulence produced by rapid
movements of aggregates, as illustrated in Fig. 11�d�, in the dy-
namics of a fiber suspension are interesting issues for further in-
vestigations. Consider that the grid resolution has been decreased
to improve the clarity of the figures presented in this section

4 Concluding Remarks

Examining floc strength as a function of a range of wet-end
chemical additive, orders of addition, and effects of hydrodynamic
shear is of interest to papermakers. In the present study, a particle-
level dynamic-type model was employed for flexible fiber to in-
vestigate the fluid-fiber interaction, as well as the fiber-fiber inter-
action in straight ducts. By utilizing a variational multiscale
method the complex flow of liquid was predicted through a fi-
brous assembly. The aforementioned multiscale method can be
thought of as a hybrid between DNS and LES. By employing
dynamic interfaces treatment, both the solid-body movement and
deflection of fibers have been predicted. However, the results of
simulations should be validated using data obtained with PIV
techniques. A significant benefit of the method is that the flow of
liquid may be predicted more accurately in situations in which the
occurrence of relaminarization from turbulent to laminar regime is
quite likely.

Our comparisons to other experimental and numerical results
are thus far more qualitative, and therefore, a great deal of work is
still required in order to validate the model and numerical results.
To pursue the present research in the future, the goal is to repro-
duce measurements of the strength of fiber flocs at consistencies
similar to those found in a headbox. The validated numerical re-
sults at particle-level may be used to develop the set of macro-
scopic model equations for which exhaustive numerical simula-
tions are required at the particle-level as detailed in the present
work.

Fig. 10 „a… Initial configuration of two aggregates at the in-
stant of contact. The simulations are unsteady and the time
step for the aggregate-aggregate contact equals 4Ã10−10. „b…
The separation of configuration of the aggregates at the instant
of separation „at the end of restitution period…. Here, no adhe-
sive force is taken into account. „c… Final configuration of ag-
gregates for which a Lenard-Jones–type potential for attraction
is considered. „d… The force separation relationship for contact
surfaces. In the present attempt a suitable value for s0 is set to
in order to finalize the collision at the end of approaching pe-
riod. Here, dad represents the separation of the aggregates in
cohesive zone. The surface elements are color coded using the
effective stress defined as seff=sxx

2 +syy
2 +szz

2 − „sxxsyy+sxxszz
+syyszz…+3„txy

2 + txz
2 + tyz

2
….

Fig. 11 „a… Grid for the deformed aggregates whose configu-
ration is shown in Fig. 9„d… whose location from the inlet is L1
š25 mm. The number of cells used are nearly the same as
those reported in Fig. 7„b…. The geometries of one of the aggre-
gates before and after the collision. Here, slide bending oc-
curred during the collision in the aggregate. „c… Velocity vector
field around the aggregates 5Ã10−5 s, after the separation. The
simulations are unsteady and the time step for the liquid phase
equals 5Ã10−6. The arrows represent their initial velocity vec-
tors. The surface of the aggregates is color coded using the
magnitude of their normal stresses. „d… Iso surface of the liquid
velocity magnitude of 0.6 m/s color coded using subgrid ki-
netic energy of turbulence. The boundary condition at the out-
let is pressure constant and it is set to the atmospheric
pressure.
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Nomenclature
a � equatorial radius

B�Wi
f ,Ui� � variational multiscale form defined as �wku̇k�Q

− �wk,pukp�Q− �wk,kp�Q+ �1/2��wk,p+wp,k��uk,p
+up,k��Q+ �ruk,k�Q+ �wknpupk�P+ �pwknk�P

− ��wk�up,k+uk,p�np�P

B��Wi
f ,Ui ,Ui��� variational operator linearized about the field

Ui defined as �wku̇k��Q− �wk,p�uk�up+up�uk��Q

− �p�wk,k�Q+ �1/2��wk,p+wp,k��uk,p� +up,k� ��Q

+ �ruk,k� �Q+ �wknp�uk�up+up�uk��P+ �p�wknk�P

− ��wk�uk,p� +up,k� �np�p

C�w̄k
f , ūk

f , ũk
f� � cross-stress projection

Cs � Smagorinsky constant
c � polar radius
d � diameter of fiber
D � diameter of pipe
D � displacement

Eij � strain tensor
EYI � intrinsic fiber stiffness

e � ellipticity
fk � body force
G � modulus of rigidity
H � height of duct
L � length of duct
L � length of pipe
l � length of fiber

ṁ � mass flow rate
n � fiber number density

np � unit outward normal on the boundary
P � lateral boundary of Q
p � pressure
Q � space-time domain of the fluid phase defined

as � f � �0,T�
Re�w̄k

f , ũk
f� � Reynolds stress

Sij � deviatoric stress
Seff � effective stiffness

Ti � stress loads
�0,T� � time interval of interest

t � time
Ui	
uk , p� � state vector

uk�k=1,2 ,3� � velocity vector
Wi

f � test function
wk � test function vector
W � width of duct

Xj�j=1,2 ,3� � displacement in a fixed rectangular cartesian
coordinate system

y � position of fiber from the inlet of channel

Greek
�ij � strain rate tensor
g � shear rate
� � kinematic viscosity
� � volumetric mass source
� � spatial domain


ij
�el�

� elastic stress

	̃ � filter size for the small scales
� f � boundary of � f
�0 � suspending fluid viscosity
� � density
� � Lamé constant

�ij � Kronecker �

�̃T � eddy viscosity
 � relaxation function

dad � separation between fibers �used in force sepa-
ration relation for contact surfaces�

sad � cohesive stress

Superscripts
- � large-scale resolved quantities

� � small-scale resolved quantities
∧ � unresolved quantities

dot � derivative with respect to time

Subscripts
0 � initial condition
¥ � infinity
f � fluid phase
h � approximate solution due to modeling error

k , p � cross product
s � solid phase

w � water
comma � derivative with respect to spatial coordinates
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Fiber Orientation Control Related
to Papermaking
The orientation of fibers suspended in a shear flow flowing over a solid wall has been
studied experimentally. The possibility to control this orientation with physical surface
modifications, ridges, has also been studied. The fiber suspension was driven by gravity
down a slightly inclined glass plate and a charge-coupled device camera was used to
capture images of the fibers in the flow. Image analysis based on the concept of steerable
filters extracted the position and orientation of the fibers in the plane of the image. From
these data, the velocity of the fibers was determined. When viewing the flow from the side,
the velocity of the fibers at different heights was measured and found to agree with the
theoretical solution for Newtonian flow down an inclined plate. Moving the camera so
that the flow was filmed from below, the orientation, and velocity of fibers in the plane
parallel to the solid surface was determined. The known relationship between the velocity
and the wall normal position of the fibers made it possible to determine the height above
the plate for each identified fiber. Far away from the wall, the fibers were aligned with the
flow direction in both cases. In a region close to the smooth plate surface the fibers
oriented themselves perpendicular to the flow direction. This change in orientation did
not occur when the surface structure was modified with ridges.
�DOI: 10.1115/1.2436583�

1 Introduction
The present work is part of a larger undertaking aimed at un-

derstanding and controlling the flow physics involved in paper-
making. When paper is produced, a fiber suspension consisting of
cellulose fibers suspended in water is used. The suspension, with a
mass concentration typically below 1%, enters a nozzle, usually
called a headbox, through a pipe with a diameter of approximately
800 mm �1�. The main purpose of the headbox is to distribute the
suspension evenly across one or between two permeable bands
called wires. To do this the pipe flow entering the headbox is
transformed to a jet with an approximate height of 10 mm and a
width of about 10 m. The mechanical properties of the produced
paper sheet are strongly coupled to the fiber orientation. Due to
the contraction of the headbox, fibers tend to align in the flow
direction. This orientation anisotropy is also reflected in the final
product.

In order to damp out large-scale velocity fluctuations in the
headbox, which can result in a bad formation of the paper, i.e., a
variation in local mass distribution or basis weight, flexible flow
dividers are often implemented in the headbox. These are fixed at
the entrance to the nozzle contraction and allowed to adjust ac-
cording to the flow field. The width of these flow dividers are the
same as the width of the nozzle. The flow dividers will henceforth
be called lamellas. At the surfaces of the lamellas the no-slip
condition is valid, i.e., the velocity of the fluid relative to the
surfaces is zero. As a result thin shear layers of fluid, i.e., bound-
ary layers, will form along the lamella surfaces, where the veloc-
ity goes from zero at the surfaces to the velocity of the main
stream further out. The aim of the present study is to investigate
the physics controlling fiber orientation in a boundary layer close
to a solid wall, aiming at understanding how the lamellas influ-
ence the fiber orientation and ultimately the properties of the final
paper product. It is also of interest to investigate the possibility to
use the lamellas as means of controlling the fiber orientation by
modifying the structure of the lamella surfaces.

In order to interpret the results of the present study, the concept

of Jeffery orbits �2� will be used, i.e., the motion of a solitary
ellipsoid suspended in a laminar simple shear flow. The equations
of motion for the ellipsoid has been solved theoretically �2� and
the resulting expressions, frequently referred to as Jeffery’s equa-
tions, are

�̇ = −
�̇

re
2 + 1

�re
2 sin2 � + cos2 �� �1�

�̇ = � re
2 − 1

re
2 + 1

� �̇

4
sin 2� sin 2� �2�

where � is the angle of the particle projection in the flow-gradient
plane with respect to the streamwise direction, �Fig. 1�. The angle
of the particle with respect to the vorticity axis is defined as �. The
aspect ratio, i.e., the length to diameter ratio of the ellipsoid, is
denoted re and �̇ is the shear rate. The dots over the two angles �
and �, represent differentiation with respect to time. The ellipsoid
will remain in its initial orbit, which is defined by the initial con-
ditions. The motion is periodic with a period

T =
2�

�̇
� re

2 + 1

re
� �3�

Integration of Eqs. �1� and �2� with respect to time yields

tan � =
1

re
tan�− �̇t

re

re
2 + 1

+ tan−1�re tan �0�� �4�

tan � =
Cre

�re
2 sin2 � + cos2 ��1/2 �5�

where C is the so called orbit constant and �0 is the initial value
of �.

Even though the original derivation of Jeffery’s equations relied
on the assumption of ellipsoidal particles, it has been shown that it
is possible to extend Jeffery’s equations to be valid for most bod-
ies with a fore-aft symmetry, provided that an equivalent aspect
ratio is used �3�. In particular, the equivalent aspect ratio for a
cylindrical fiber is �4�
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re = 1.24rp�ln rp�−1/2 �6�

where rp is the aspect ratio of the cylindrical fiber and re is the
equivalent aspect ratio to be used in Jeffery’s equations.

Some examples of Jeffery orbits are shown in Fig. 2. The orbits
are calculated for an equivalent aspect ratio re=8.17, which cor-
responds to a cylindrical fiber with aspect ratio 10 as used in the
present study. The flow is in the x direction and the shear is in the
y direction. Four different orbits are shown in Fig. 2. The orbits
are shown as the path of a fiber end point. For high values of C
the fiber spend most of its time oriented close to the flow direc-
tion. Periodically, with a period of T /2, it flips over 180 deg
around the vorticity axis. As the value of C is lowered the ampli-
tude of the motion in the y direction decreases. For very low
values of C the fiber is almost parallel to the xz plane, oriented
perpendicular to the flow direction.

Jeffery’s equations have been verified by several researchers
�5–7�, but do not account for fiber–fiber interactions or wall ef-
fects. The wall effect has been investigated both experimentally
�5� and theoretically �8�. For elongated particles, a good agree-
ment of Jeffery’s equations was found �5� for distances from the
wall larger than one fiber length, whereas an increased rate of
rotation was found closer to the wall. The spatial orbit was not
considerably changed.

At higher concentrations, it has been shown �9� that the correc-
tion to the O��̇� rotation rate is O��̇ / ln�1/��� where � is the
volume fraction of the fibers. For a concentration of 1% this cor-
rection is O�20% �.

Initially in this paper, the experimental setup and evaluation
methods are described followed by a discussion regarding why the
present experiments, performed at low velocities in a highly vis-
cous fluid, are relevant for paper making. Thereafter the results
are presented and discussed followed by conclusions. In the paper
we present measurements of the previously discarded fiber orien-
tation in the xz plane, and in particular the effect of a wall includ-
ing the possibility to manipulate the orientation by modifying the
surface structure of the wall.

2 Experimental Setup and Analyzing Techniques
To create a well-defined shear flow a fiber suspension was al-

lowed to flow down a slightly inclined glass plate. To visualize the
flow a charge-coupled device �CCD�-camera has been used, and
by analyzing the captured images the velocity and orientation of
the fibers in the shear flow can be obtained. Below, the flow loop,
liquid, and fibers are described. Thereafter the image analysis
methodology is introduced, which is performed in two steps: �i�
detection of the position and orientation of fibers in an image; and
�ii� determination of the velocity from a triplet of consecutive
images. The flow in the apparatus is verified by comparing mea-
sured velocity profiles of the fibers with the theoretical profile.

2.1 Experimental Setup. The experimental setup, illustrated
in Fig. 3, consists of a 1200�400 mm2 glass plate with a thick-
ness of 6 mm. A pivoting acrylic frame with for–aft reservoirs, not
shown in the figure, supports the plate. A membrane pump �Domi-
nator P30-ANN� is used to transfer the fluid between the reser-
voirs. By placing an insert on the glass plate the flow is given an
inlet contraction followed by a parallel section of length 1050 mm
and width 100 mm. The contraction stretches over a length of
150 mm and has a contraction ratio of four. Due to the accelera-
tion in the contraction the fibers align themselves with the flow
direction.

Experiments have been performed using two different surfaces.
The first is a smooth surface and the second is a structured surface
with ridges oriented 30 deg counter clockwise to the flow direc-
tion. The ridges were machined in four 100�100 mm2 acrylic
plates of height 6 mm. These plates covered the region from x
=400 mm to x=800 mm. The position and structure of the ridges
is illustrated in Fig. 4, where H=0.5 mm. In the case of the
smooth surface a 1200�100 mm2 acrylic plate of height 6 mm is

Fig. 1 Coordinate system

Fig. 2 Jeffery orbits for different values of the orbit constant C
and re=8.17

Fig. 3 Schematic figure of the test section. All lengths are
given in mm.

458 / Vol. 129, APRIL 2007 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



placed in the flow section on top of the glass plate in order to
ensure that the flow situation was similar to the case with ridges.

2.2 Flow Situation. The theoretical velocity profile for a
Newtonian fluid flowing down an inclined plate is given by

u =
g

2�
y�2h − y�sin � �7�

where g is the gravitational constant; � is the kinematic viscosity
of the fluid; h is the fluid film thickness; and � is the inclination of
the plate with respect to the horizontal �10�. The distance from the
wall, y in Eq. �7�, stretches from y=0 at the wall to the surface of
the liquid film y=h. Equation �7� is thus a parabolic expression
where the velocity is zero at the wall to gradually increase with
the distance to the wall. The highest velocity is found at y=h,
where u=Us.

In the experiments a tilt angle of �=2.60 deg±0.1 deg caused
the suspension to form a liquid film along the plate with a thick-
ness of 17.0 mm±0.2 mm. The film thickness was measured to be
constant throughout the section between x=650 mm and x
=850 mm. It can thus be established that there was no global
acceleration in the flow. The Reynolds number, based on the film
thickness and the velocity at the surface of the film, is defined as

Re =
Ush

�
�8�

For the highly viscous flow in the experiments Re	8.

2.3 Fiber Suspension. The liquid containing the fibers was a
mixture of glycerine and polyethyleneglycol �PEG-400�. The tem-
perature of the suspension was 295.5 K±0.5 K throughout the
measurements. For this temperature the kinematic viscosity of the
liquid was measured to �= �383±10� ·10−6 m2/s and the density
to 	 f =1210 kg/m3±15 kg/m3.

Cellulose acetate fibers were suspended in the liquid. The
length of the fibers was l=0.5 mm and the diameter was approxi-
mately d=50 
m. The density of the fibers was approximately
	p=1300 kg/m3. Since the density of the fibers is higher than the
density of the liquid, the fibers will sediment slowly when sus-
pended in the liquid. The suspension was dilute with a volume
fraction of fibers cv=0.004. This concentration can be expressed
as nl3=0.48, which is the number of fibers within a volume l3 �n
is the number density of fibers�.

The index of refraction �IR� of the liquid was approximately
matched to that of the fibers and the IR of the liquid was measured
to n=1.466±0.002. IR matching is a frequently used tool in mul-

tiphase flows and has been used in several previous studies of
fiber suspensions �11–14�. In order to visualize the fibers 4% were
dyed black.

2.4 Measuring and Analyzing Method. In order to investi-
gate the behavior of the suspended fibers, the fibers are visualized
with a CCD camera, which captures images from underneath the
flow. Image analysis is used to find the orientation and the veloc-
ity of the fibers. Furthermore the velocity profile of the fibers is
measured and found to coincide well with the theoretical velocity
profile defined in Eq. �7�, which makes it possible to determine
the distance from the wall of individual fibers based on their
velocity.

2.4.1 Visualization. The CCD-camera �SONY DFW-X700,
1024�768 pixels� visualizing the fibers was mounted underneath
the flow at x=750 mm �camera position P4 in Fig. 5� in order to
capture images for orientation studies. To find the velocity profile
of the fibers the camera was also mounted at the side of the flow
�camera position P1–P3 in Fig. 5�. A stroboscope �Drelloscop
200� was synchronized to the CCD camera in order to illuminate
the field of view. A typical image captured by the camera is shown
in Fig. 6.

2.4.2 Image Analysis. To find the position and orientation of
the individual fibers in the captured images a second-order ridge
detector is used �15�. The correlation between a captured image
and the filter in Fig. 7, is calculated. A high value of the correla-
tion at a certain position in an image indicates that there is a local
similarity of the fiber and the filter at that position. The filter is

Fig. 4 Schematic figure illustrating the camera positions for
the velocity profile measurements „P1, P2, and P3… and for the
fiber orientation studies P4

Fig. 5 Schematic figure illustrating the flow situation with the
camera positions P1–P3 and P4

Fig. 6 Image captured underneath of the flow for orientation
studies „camera position P4…
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within the class of steerable filters, which means that the correla-
tion of the filter, rotated to a certain angle, with the image can be
found through a linear combination of a limited amount of corre-
lations of filters with the image. Thus, it is not necessary to per-
form correlations for a large number of rotated versions of the
filter with the image. For the particular filter used, only three
correlations are performed in order to find the angle of the filter
that will result in the highest correlation of the filter for each
position in the image.

2.4.3 Particle Tracking Velocimetry. To find the velocity of
the fibers at a certain time, three consecutive images were cap-
tured with a frequency of f =10.27 Hz±0.05 Hz. Between every
set of three images a delay of Ts=12 s was implemented. This will
give the majority of the fibers an opportunity to pass the field of
view, which determines that the following triplet of images will be
statistically independent. This aspect will be returned to below.
Each measuring series lasted for approximately 1 h, resulting in
900 images to analyze.

Based on the position of the fibers in the images the velocity
can be found through a particle tracking velocimetry �PTV� algo-
rithm that locates the individual fibers in subsequent images. The
principal idea of the algorithm is to start from the position of a
fiber in an image and search for fibers in the flow direction in a
narrow region downstream of this position in the following �sec-
ond� image. The velocity is calculated for all the candidate fibers
found in the prescribed region of the second image.

Based on the calculated velocities, the positions in the narrow
region in the third image, where the fibers would be located if
they continued with the same velocity, are calculated. If a fiber is
located at any of the proposed positions in the third image it is
considered to be the same fiber as the original fiber in the first
image. This method is not flawless since it is possible for three
different fibers, all traveling with different velocities, to result in a
match in the algorithm. Analyzing longer image sequences could
reduce this problem. This would however decrease the maximum
velocity that can be detected. Decreasing the width of the region
where the fibers have to be found in the second image, as well as
decreasing the area where the fiber has to be found in the third
image, can also reduce the error. In the studies performed here,
only three images have been used to track the fibers and incorrect
matches do appear occasionally, as will be seen in the velocity
profile measurements.

2.4.4 Permissible Regions for PTV. In order to ensure statis-
tically independent samples of the orientation and velocity of fi-
bers, it is necessary that each fiber be sampled only once. This is

achieved by limiting the region where the fibers have to be found
in the first image. The permissible region is shown in Fig. 8 where
a typical image is shown in �a� and the region where fibers have to
be found for different velocities is shown in �b�. This region is
defined so that: �i� detection in two subsequent sets of three im-
ages is avoided �for low velocities� and �ii� the fiber is still located
in the field of view when the third image is captured. In order for
a fiber to be detected it has to be located below the solid line. For
fibers traveling at velocities lower than �X /Ts, where �X is the
physical length of the image in the flow direction, the slope of the
solid line is defined by the period Ts. Fibers located in this region
travel too slow to pass the field of view in the period Ts. Thus, if
a fiber is located above the solid line, it should have been found in
the preceding set of three images. Hence, fibers with velocities
smaller than �X /Ts, located above the solid line, are not
considered.

The second effect that has to be taken into account is that the
region where a fiber can be detected decreases with an increased
velocity of the fibers. The largest detectable velocity of a fiber is
�Xf /2. For a fiber traveling with this velocity to be detected it has
to be located sufficiently far upstream in the first image, so that it
can be found in the two subsequent images. For fibers traveling at
velocities larger than �X /Ts, the slope of the solid line in Fig. 8�b�
is thus defined by the period 2/ f . Fibers located above the solid
line in the first image will leave the field of view, before the third
image is captured. This effect is also present at velocities smaller
than �X /Ts, although since 2/ f �Ts, the slope of the solid line
does not change substantially.

2.5 Velocity Profile of Fibers. To verify that there was no
acceleration in the flow and that the velocity profile was fully
developed, the camera was mounted at the side of the flow, cam-
era positions P1–P3 �x=650 mm, 750 mm, and 850 mm� �see
Figs. 4 and 5�. The measurements in this configuration were per-
formed on the smooth surface at an early stage of this work in
order to validate the setup, and therefore the fiber suspension was
not identical to the suspension used for the orientation studies.
The length and diameter of the fibers was l=2 mm and d
=50 
m respectively, and the concentration of fibers was nl3

=0.31. The liquid mixture was essentially the same as mentioned
earlier. The results from these measurements are shown in Fig. 9,
where the velocities of individual fibers are marked with dots. The
solid line in the figure is the theoretical velocity profile, defined by
Eq. �7�. The velocity has been normalized with the surface veloc-
ity of the liquid film Us and the distance from the wall is normal-
ized with the film thickness h. The velocities of most of the fibers
found coincide very well with the theoretical profile. However, a
few of the dots deviate substantially from the theoretical profile,
although the amount of these dots is very small compared to the
amount of fibers coinciding with the profile. It is believed that the
deviating dots are a result of incorrect matches in the particle-
tracking algorithm. If the deviating dots are disregarded it can be
concluded that there is a strong correlation between the velocity

Fig. 7 Filter used to find the orientation of the fibers

Fig. 8 Region in image where fibers can be detected
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and the distance from the wall of the fibers. This makes it possible
to convert the determined velocity of the fibers to a distance from
the wall.

3 Relevance for Paper Manufacturing
In a paper machine, the jet leaving the headbox can reach ve-

locities of more than 30 m/s. A natural question that arises is
whether the fiber dynamics in the present experiments has any
relevance for the fibers flowing over the lamellas in a headbox.
The experiments are performed at a 400 times higher viscosity
and 1/200 of the velocity as compared to the situation in the
headbox. This issue will be discussed in terms of boundary layers
and the forces exerted on a fiber in the headbox flow and
turbulent/laminar retransition.

3.1 Fibers in the Headbox Boundary Layers. Below, a
rough estimation of the force exerted on a fiber in the headbox
boundary layer will be compared with the torque in the present
experiments. An estimation of the velocity profiles along the
lamellas in the headbox is given by the similarity solution for flow
in a two-dimensional convergent channel �16�. The velocity u is
given by

u

Ue
= 3 tanh2� 


2
+ 1.146� − 2 �9�

where Ue is the velocity of the fluid outside the boundary layer
and  is defined as

 = y�
 Ue

− �x� − x0���
�10�

The definitions of the coordinates x� and y� are shown in Fig. 10.
Ue will grow as the fluid travels downstream due to the con-

traction. The acceleration will also force the boundary layer thick-

ness to decrease in the downstream direction. Lamellas imple-
mented in a headbox typically end about 100 mm upstream from
the outlet of the headbox. At this position the boundary layer
thickness will be of the order of 1 mm. At a distance from the
solid surface of 0.5 mm, i.e., one fiber length, the shear rate is
about 1000 s−1. For comparison, the shear rate at the same dis-
tance from the surface in the experiments is about 20 s−1.

The torque on the fibers is estimated under the assumption that
they are standing still, straight up from the wall. This assumption
is very rough and the following analysis should only be seen as an
order of magnitude analysis. If one wants to compare the motions
of free fibers, careful analysis at the correct particle Reynolds
numbers has to be performed. Attempts in this direction are re-
ported in the literature �17� and show that fairly small Reynolds
number can have a substantial effect on the fiber motion, but the
complete description is yet to be established.

The force on a fiber standing straight up is estimated as follows.
The velocity of the fluid surrounding the fiber is assumed to be
linear with a shear rate �̇ and thus forms a linear velocity field
U= �a+0.5��̇ along the fiber. The coordinate a has its origin in the
center of mass of the fiber and is directed along the fiber with
value −0.5 and 0.5 at the fiber center points, respectively.

This velocity field gives rise to a force distribution on the fiber
which can be estimated by integrating the local force per unit
length on the fiber from one end to the other. In the experimental
configuration the maximum Red=Ud /� is 0.001. For Red up to
approximately 1, the force is given by �18�

F� =
	U2

2

8�d

Red�0.5 − � + ln�8/Red��
�11�

where F� is the force per unit length, and �=0.57722. . . is the
Euler–Mascheroni constant. In the headbox the largest Red is
about 25 and the force distribution is estimated by

F� =
	U2

2
dCd �12�

where Cd is given by �18� Cd=1+10.0/ �Red
2/3�, a correlation value

up to Red	250000.
The particle Reynolds numbers, �̇l2 /�, are typically 0.01 and

250 in the present experiments and a paper machine, respectively.
Thus, inertial effects are considerable in the industrial application
and the fibers cannot be expected to perform Jeffery orbits. Nev-
ertheless, it will be shown below that the forces acting on a fiber
during rotation can be expected to be of the same order.

By using Eqs. �11� and �12� and letting Red and U vary along
the fiber, the force per unit length along the fiber can be calcu-
lated. The resulting force distribution for the present setup and in
a paper machine is presented in Fig. 11. The lines are based on a
velocity of the outgoing jet of 15 m/s, jet height of 10 mm, and a
half contraction angle �=7 deg �see Fig. 10�. In spite of the large
differences in the shear rate and the viscosity between the per-
formed experiments and the situation in the headbox, the torque
that the fibers will be subjected to, based on the assumption that
the fiber is held fixed in the gradient direction, will only differ by
a factor of 2.

3.2 Turbulence in Headbox. The flow in a headbox is nor-
mally considered to be turbulent. However, a turbulent boundary
layer can return to laminar-like conditions if it is subjected to a
strong acceleration. The acceleration is usually measured by the
non-dimensional acceleration parameter

K =
2� tan �

q
�13�

where q is the total flow rate per unit width in the convergent
channel. Experiments performed on a turbulent boundary layer for
various rates of the free-stream acceleration show that an apparent
retransition to a laminar boundary layer was found �19� for K

Fig. 9 Velocity profiles measured at three different position
along the x axis „camera position P1–P3…

Fig. 10 Two-dimensional convergent channel
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�3.5·10−6. Another experimental study of a flat-plate fully turbu-
lent boundary layer subjected to an acceleration in a two-
dimensional contraction showed that at K	3.1·10−6, the velocity
profile approached a self-similar laminar state at the end of the
contraction �20�. As seen in Eq. �13� K will depend on the flow
rate in the headbox as well as the contraction ratio, defined by the
angle �. In a papermachine, K is typically between 5·10−7 and
6·10−6. It is thus possible that the boundary layers will be relami-
narized toward the end of the nozzle for some configurations. To
the authors knowledge, all studies performed concerning the
relaminarization of boundary layers are performed on one-phase
flows, i.e., no particles have been suspended in the fluid.

4 Results and Discussion
Close to a solid surface it is not possible for fibers to perform

all the Jeffery orbits illustrated in Fig. 2, since they would hit the
wall when doing so if they are too close to the solid surface. For
the case of �=0 �C→��, i.e., fibers aligned with the flow, it has
been shown that fibers can interact irreversibly with the wall and
“pole vault” up to a position where the Jeffery orbit is possible to
perform �21�.

In the following, the restraint given by the Jeffery orbit will be
examined further. This will be followed up with experimental data
of the orientation of fibers in the xz plane. In addition to the
orientation of the fibers, their velocities are determined. The ve-
locity of the fibers, together with the known velocity profile, can
then be used to determine the distance from the wall to the fiber.
A strong effect on the orientation is found for the smooth surface
but not for the one with ridges. The coordinate system used in the
presentation of the results is defined in Figs. 3 and 4.

4.1 Jeffery Orbits Close to the Wall. For distances more
than one fiber length away from the wall small effects of the
presence of the wall have been seen. In this region most of the
fibers keep their initial orientation, i.e., aligned with the flow. It
was observed that fibers spend most of their time aligned with the
flow and occasionally flip 180 deg around the vorticity axis. Al-
though no measurements have been carried out in order to deter-
mine the periodicity of the motion, it appears as the fibers perform
a motion similar to Jeffery orbits with a high value of C, as shown
in Fig. 2. When C→� the amplitude of the orbit, in the y direc-
tion, is l /2. For distances from the wall closer than l /2 it is not
possible for the fibers to perform this orbit without hitting the
wall. As the distance to the wall decreases, the set of possible
Jeffery orbits a fiber could perform is reduced. The only orbit that
would be possible at the wall is the orbit given by C=0. The
possible values of � for fibers performing Jeffery orbits in the
near wall region are shown in Fig. 12. It is not possible for a fiber
to perform a Jeffery orbit without hitting the wall if its combina-
tion of orientation and distance from the wall lies within the re-

gion below the solid line. It should be emphasized that this is only
the case if the fibers are actually performing Jeffery orbits. As
mentioned before, this assumption is reasonable for fibers close to
the wall �8� and also at semi-dilute concentrations �9�.

If a fiber would be located in the region below the line, the
motion of the fiber could not possibly be described by Eqs.
�1�–�5�.

4.2 Fiber Orientation

4.2.1 Angular Distribution Prior to Particle-Tracking
Analysis. In Fig. 13, the normalized distributions of orientations
found in the images are shown. Data are shown for fibers flowing
over the smooth �solid� and structured �dash–dot� surface. The
distributions are determined based on 99,760 fibers detected over
the smooth surface and 100,483 over the ridges. Since these val-
ues differ by less than 1%, it is reasonable to conclude that the
fiber orientation detection algorithm described above also works
as it should in the case with the structured surface. The two dis-
tributions in Fig. 13 are fairly similar where the main part of the
fibers appear, at �=0, i.e., aligned with the flow. There is however
one major difference, over the smooth surface, there is a consid-
erable amount of fibers aligned across the flow direction, at �
=90 deg, which can be seen as a bump in the distribution
function.

The data presented in Fig. 13 are based on images captured
with the focus of the camera set at y=0, i.e., at the wall. The depth
of focus, measured as the region where almost all fibers are de-

Fig. 11 Force distribution along fiber during rotation
Fig. 12 Minimum distance from the wall where fibers perform-
ing Jeffery orbits can occur for different orientations and as-
pect ratios of the fibers

Fig. 13 Angular distribution of fibers before particle-tracking
analysis „camera position P4…
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tected by the algorithm, was approximately 1 mm. Thus, the dis-
tribution functions in Fig. 13 are integrated over this region.

4.2.2 Wall-Normal Concentration Distribution. In order to ob-
tain a more detailed knowledge of how the wall influences the
fiber orientation, the velocity of individual fibers, given by the
particle tracking algorithm, will be used. For the smooth surface,
the known velocity profile gives a one-to-one relation between the
velocity and distance to the wall of a fiber �assuming that the
fibers follow the flow�. Over the structured surface, this relation is
less straightforward due to the complex and three-dimensional
flow field that will appear close to the surface. This is reflected in
the number of fibers that fulfils the conditions for having the ve-
locity determined, as described previously. Over the smooth sur-
face, the velocity of 12,164 fibers is determined, whereas only
10,530 remain after the particle tracking algorithm for the case
over the structured surface. When comparing these numbers with
the 100,000 fibers found in total, it has to be remembered that
three consecutive images are used to determine one velocity value
and that some parts of the images are not used in order to ensure
statistically independent samples. Nevertheless, a considerable
amount of fibers seem to be lost over the structured surface.
Therefore, the results below have to be interpreted with care for
this case.

Based on the velocities and the known velocity profile �Eq. �7��,
concentration profiles can be determined. Such profiles are shown
in Fig. 14 for the two cases �solid and dash–dot as in previous
graph� together with a profile calculated based on the �very low
but still significant� sedimentation velocities of the fibers �dash�.
The data will be discussed below, but first the origin of the theo-
retical curve has to be explained.

The theoretical line is calculated based on three assumptions:

1. That the fibers are evenly distributed at the inlet of the test
section �x=0�;

2. That the streamwise velocity of the fibers is given by the
local flow velocity given by Eq. �7� and the wall-normal
velocity by the sedimentation speed of a fiber oriented nor-
mal to gravity �this assumption is valid since the inclination
of the plate is quite small and the fibers spend most of the
time with this orientation to gravity�; and

3. That fibers stay very close to the wall once they have fallen
down to this region.

This simplified analysis, which neither includes the wall effect
on the sedimentation speed nor other aspects of the situation, is
only used in order to get a qualitative understanding of the
phenomena.

The sedimentation velocity is calculated based on the sedimen-
tation velocity of the fibers, which is given as

vs =
�	p − 	 f�d2

16�	 f
�ln2r + 0.193 + O��ln 2r�−1��g �14�

where r is the aspect ratio of the fibers; and g is the acceleration
due to gravity �14,22�. The assumptions above make it possible to
calculate an expected concentration variation at x=750 mm,
where the measurements are taken. It is seen that the assumptions
above give a concentration �measured by nl3� that decays from
0.48 to around 0.25 closer to the wall. In the region closest to the
wall, there is a sharp peak due to the fact that the fibers are
assembled at the wall. The reason why the concentration decays
toward the wall at first is that the streamwise velocity decreases
toward the wall, and thus the angle at which the fibers are trans-
ported becomes steeper and steeper.

The experimental data from the flow over the smooth surface in
Fig. 14 �solid� show a somewhat different behavior even though
the qualitative profile is similar to the theoretical up to y / l
	1.25, a high concentration close to the wall �i.e., a lot of slow
fibers�, followed by a decrease and then an increase up to nl3

	0.4 at y / l=1.25. Above y / l=1.25, the number of fibers found in
the images decreases due to the limited depth of focus of the
camera.

For the flow over the structured surface, the concentration pro-
file in Fig. 14 looks completely different and does not have the
sharp peak close to the wall and the overshoot at y / l	1.25 is
considerably stronger. These differences have to be interpreted in
the light of the complex flow field over the structured surface. For
a complete understanding, the flow over the ridges would have to
be studied in detail, but it can be assumed that the ridges induce
wall normal movements and �at least locally over the ditches�
higher velocities close to the wall. These features of the liquid
flow could explain the smaller amount of slow fibers.

As will be seen below, the sharp peak in the concentration
profile close to the wall �or at small velocities� over the smooth
surface in Fig. 14 is related to the bump in the orientation distri-
bution at �=90 deg in Fig. 13.

The fact that a large number of fibers are present very close to
the wall is in conflict with the mechanism of “pole vaulting” pre-
viously proposed �21�. This discrepancy will be elaborated further
on.

4.2.3 Orientation at Various Distances From the Wall. Finally,
it is possible to look at the distribution at various distances �i.e.,
for fibers of different velocities� from the wall. These results are
shown in Figs. 15 �smooth surface� and 16 �surface with ridges�.
In these figures, the orientation distributions for each distance
from the wall are normalized in order to compensate for the vary-
ing concentration. The line defining the region in which Jeffery

Fig. 14 Variations in concentration as a function of the dis-
tance from the wall „camera position P4…

Fig. 15 Fiber fraction as a function of � for different distances
from the wall. Measurements performed on smooth surface
„camera position P4…
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orbits can be performed �see Fig. 12� is shown as a solid line.
Starting with the smooth surface, it is seen that almost all of the

fibers that have collected at the wall are oriented normal to the
flow direction. Thus, the bump in the orientation distribution in
Fig. 13 originates from fibers positioned close to the wall.

This is somewhat surprising, since there are a lot of orientations
which are allowed according to the Jeffery orbit. A possible ex-
planation for this could be that close to the surface, where the
velocity is very low, the fibers have performed a large number of
orbits. Since the period is 2–3 s, the distance 750 mm, and the
velocity �3 mm/s, the number of orbits performed are on the
order of 100. It is thus possible that instead of performing the pole
vault previously observed �21�, the fibers are interacting with the
wall through lubrication or direct contact and transfer to orbits
with lower and lower C values �see Fig. 2� for each period. Fi-
nally, C would be close to 0 and the orientation is consequently
close to �=90 deg. The fact that this, or any other mechanism that
leads to �=90 deg occurs, implies that the previously observed
mechanism for wall interaction �21� is not the only possible one.

Further out from the wall, the fibers illustrated in Fig. 15 seem
to be more evenly distributed over the orientations from y / l
=0.2–1 and concentrated around �=0 further out.

It is now time to take a closer look at the data from the flow
over the structured surface. Before doing so, it is appropriate to
remind the reader that the correlation between fiber velocity and
distance from the wall is not valid in this case. It is therefore more
appropriate to talk about fast and slow fibers. The orientation dis-
tribution for different fiber velocities is shown in Fig. 16 �the
corresponding distance from the wall over the smooth surface is
also shown�. For fibers with a velocity down to that corresponding
to y�0.2l, the data are very similar to the smooth surface case.
For y� l, most fibers are oriented in the flow direction, in the
region 0.2l�y� l the distribution of fiber orientations is more
homogeneous. The �very few, compare Fig. 14� slow fibers are
oriented in the streamwise direction.

There are two possible reasons why there is only a small
amount of fibers with low velocities detected over the structured
surface. The first is that the detection algorithm �which relies on
the fibers moving straight downstream� fails. The second is that
there are fewer slow fibers. These two effects are probably com-
bined. During the experiments it was observed that fibers were
trapped in the ridges and followed the ridges for a while before
continuing downstream. As mentioned above, the complex flow-
field over the surfaces with ridges, with transversal, wall-normal,
and streamwise velocity fluctuations might also allow the fibers to
travel faster, even though they are closer to the surface. Neverthe-
less, Fig. 13 clearly shows that there is no large portion of fibers
with �	90 deg over the structured surface even before the par-

ticle tracking algorithm. It has thus been shown that the smooth
surface gives the fibers collecting at the wall an orientation �
=90 deg and that this effect is not present over the surface with
ridges.

5 Conclusions
An experimental study has been performed on the subject of

how fibers orient themselves in a shear flow close to a solid wall.
A fiber suspension was allowed to flow down an inclined plate,
thus forming a well-defined shear layer. As a visualization tool a
CCD camera was mounted underneath the flow in order to find the
orientation of the fibers in the plane parallel to the wall. Experi-
ments were performed with two different surface structures of the
plate to explore the possibility of influencing the orientation of the
fibers by modifying the structure of the wall. The first structure
used was a plain smooth surface, while the other surface used was
a surface with ridges oriented −30 deg to the direction of the flow.
For distances from the wall larger than one fiber length basically
all fibers stayed aligned with the flow, for both surfaces. The fibers
located in this region seemed to perform orbits similar to those
described by Jeffery’s mathematical analysis �2�. For distances
from the wall closer than one fiber length a difference could be
seen between the experiments performed on different surfaces.

For the smooth surface the majority of the fibers no longer
oriented themselves in the flow direction. Very close to the wall,
less than about a quarter of a fiber length, nearly all of the fibers
were oriented close to perpendicular to the flow direction.

Concerning the experiments performed on the surface with
ridges, it is concluded that the particle-tracking algorithm used to
follow the fibers, fails to do this in a satisfactorily manner. The
reason for this is probably the disordered motion occurring close
to the structured surface, where some of the fibers change direc-
tion as they flow down the plate. It is thus not perfectly clear what
happens close to the surface with ridges. Nevertheless, it has been
possible to show that the effect found close to the smooth surface,
where many fibers orient themselves perpendicular to the flow, is
not present for the structured surface with ridges.

The insights of the present study gives two main directions for
future work: The first is to study the selection between the “pole-
vault” mechanism of fibers close to the wall identified earlier �21�
and other mechanisms, leading to �=90 deg. The second direc-
tion, which is critical for industrial applicability, is to study the
orientation at higher velocities/lower viscosities in order to study
the effects of inertia and turbulence.
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Jet Wiping in Hot-Dip
Galvanization
This paper presents an analysis of the gas-jet wiping process in hot-dip galvanization.
This technique consists of reducing the liquid film thickness on a moving substrate by
applying gas slot jets. A theoretical development allows the computation of the film
thickness evolution in the wiping zone. It is further simplified to an engineering model
which predicts directly the final coating thickness, in good agreement with wiping experi-
ments. The limit of applicability of jet wiping is due to the occurence of a violent film
instability, called splashing, which takes the form of a liquid droplet emission just up-
stream the nozzle. An experimental investigation of this phenomenon is conducted on a
water-model facility. Two nozzle designs are tested. The effect of process parameters such
as the strip speed, the nozzle pressure, the standoff distance, and the tilt angle of the
nozzle on splashing is emphasized. A dimensionless correlation is established to predict
the operating conditions leading to splashing occurence. It is successfully confronted to
observations made on galvanization lines. �DOI: 10.1115/1.2436585�

Keywords: coating flows, thin films, gas-jet wiping, droplet formation, spray

1 Introduction
The deposition of a very thin liquid film on a solid surface is

the basis of numerous coating techniques used in industrial pro-
cesses such as paper and photographic film manufacturing, wire
coating, and in the iron and steel industries. In the case of hot-dip
galvanization, moving steel strips are coated with a thin layer of
zinc in order to resist to oxidization. The protective metal is ap-
plied in its liquid state, by dipping the substrate into a bath of
coating. However, at common strip speeds, the liquid layer
dragged by the moving web is far too thick and uneven for the
applications considered. The final coating thickness is therefore
controlled by the application of two-dimensional high-speed gas
jets impinging on the liquid layer. They lead to the formation of a
runback flow down to the bath, leaving a uniform and constant
coating thickness dowsntream on the substrate. This process is
referred to as the jet wiping technique, or air-knife coating, the
principle of which is illustrated by the schematic shown in Fig. 1.
The film thickness after wiping, hf, depends on the substrate ve-
locity U, the nozzle pressure Pn, the nozzle to substrate standoff
distance Z, the nozzle slot width d, and the nozzle tilt angle �, as
well as the liquid properties.

As the strip speed increases, the wiping technique is however
limited by the occurence of a rather violent film instability called
splashing, which occurs upstream the jet nozzle. Typical visual-
ization of incipient splashing on a galvanization line is shown in
Fig. 2�a�, while Figs. 2�b� and 2�c� demonstrate that the splashing
phenomenon is qualitatively well reproduced on a water model
facility. This mechanism is characterized by the ejection of liquid
droplets from the runback film flow, followed by its complete
explosion in fully developed state. Splashing affects the final coat-
ing quality because the runback flow separates from the substrate
when it develops. Such a behavior degrades significantly the wip-
ing conditions �pressure gradient and shear stress at jet impinge-
ment�, and leads to unstable conditions and to the formation of
zinc droplets. The result is a very poor wiping efficiency, i.e., the
film thickness is less efficiently reduced for given operating con-
ditions, and a poor coating quality downstream. Moreover, the
ejected droplets may reach the nozzle slit, and after solidification,

block it. In the case of galvanization, there is also a safety concern
because the molten zinc droplets at 460°C may reach the workers
in charge of removing regularly the layer of oxidized zinc at the
free surface of the bath.

It is therefore of interest to have at disposal a predictive model
for splashing occurrence on galvanization lines. Meanwhile, a ma-
jor practical concern is the maintenance of high production rates
of constant coating thickness products. Therefore, the prediction
of the wiping efficiency is necessary to define completely an op-
timum process window.

This paper describes a simple engineering model for the final
coating thickness after wiping. It is validated with experimental
data in a process window in which surface tension can be ne-
glected. A phenomenological approach for the prediction of
splashing occurrence is then proposed. A database gathering
splashing conditions for a wide range of parameters on a water
test facility is used for the derivation of a dimensionless empirical
model for splashing. The analysis emphasizes the effect of nozzle
tilting. Optimum process windows can thus be defined from the
combination of the wiping and splashing models. Finally, the en-
gineering tools are applied to typical galvanization conditions.

2 Jet Wiping
An analytical model is developed for the prediction of the final

film thickness. The effect of nozzle tilting is included in this
model. It is validated with experimental data.

2.1 Analytical Model. The film interface shape in jet wiping
is due to the pressure gradient and shear stress distributions pro-
duced by the impinging jet �1–3�. Typical profiles of the wiping
actuators together with the interface shape are shown in Fig. 3.
Various models for the film thickness profile in the wiping region
are proposed in literature. The pioneer study in this field is the one
by Thornton and Graff �1�, who assume that the interface defor-
mation is due only to the pressure gradient created by the imping-
ing jet on the film. It is considered as a body force supplementing
gravity. Tuck �2� adopts a similar approach, and checks the stabil-
ity of the solutions for long wavelength perturbations. Ellen and
Tu �3� propose a model which for the first time takes the shear
stress into account. They show that it participates for 20–40% to
the wiping action. Tuck et al. �4� quantify the inhibiting effect of
surface tension on jet wiping, whereas it is neglected in previous
studies. Following this, Yoneda �5,6� presents a complete numeri-

1Corresponding author.
Contributed by the Fluids Engineering Division of ASME for publication in the

JOURNAL OF FLUIDS ENGINEERING. Manuscript received April 24, 2006; final manu-
script received December 27, 2006. Assoc. Editor Theodore Heindel.

466 / Vol. 129, APRIL 2007 Copyright © 2007 by ASME Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



cal solution for the film interface, including both surface tension
effects and shear stress. Moreover, he predicts the transition from
“weak” air-knife action �no runback flow� to “strong” action �ef-
fective jet wiping�. Finally, the originality of the development by
Buchlin �7� lies in the fact that he proposes different levels of
solution of the model, according to the assumptions made. For

instance, when surface tension is taken into account, he presents a
numerical solution for the thickness distribution in the wiping
region. When surface tension is relaxed, he shows that a one-
dimensional analytical solution exists. Assuming finally that the
main wiping actuators �first maximum pressure gradient and shear
stress met by the dragged film� act at the same location, he pro-
poses the idea of a zero-dimensional model predicting directly the
final film thickness.

The theoretical description of gas-jet wiping is usually based on
the lubrication approach, which assumes negligible inertia with
respect to viscous, gravity and pressure terms. If �Ox� is the axis
along the substrate, and �Oy� the one across the substrate, it turns
out that in jet wiping, variations along the x direction are very
slow compared to variations along y and to the film thickness. The
scaling factor �=2�h /��1 can thus be introduced, where h is the
mean film thickness, and � is the characteristic wavelength of a x
fluctuation. Making the change of variables x*=�x and y*=y, the
inertia terms in the Navier–Stokes equations are found to be of
order � Ref ��. Since the film Reynolds number Ref based on the
film velocity in the substrate referential and on the mean thickness
is very small, inertia can be neglected, and the flow can be as-
sumed parallel. The resulting �Ox� momentum equation of the
film states that the shear stress balances the weight and pressure

�l

�2u

�y2 = �lg +
dPl

dx
�1�

q =�
0

h�x�

u�x,y�dy �2�

where u�x ,y� is the local film velocity; h�x� is the local film thick-
ness; �l and �l are, respectively, the liquid dynamic viscosity and
density; g is the acceleration of gravity; Pl is the pressure in the
liquid; and q is the film volumetric flow rate. The film is thin
enough to assume that the liquid pressure Pl is equal to the gas-jet
pressure at impingement Pg corrected by a surface tension term
due to the meniscus formation

dPl

dx
=

dPg

dx
− 	l

d

dx
� hxx

�1 + hx
2�3/2� �3�

where 	l is the liquid surface tension; and subscript x refers to
derivation with respect to x. Subscript l refers to the liquid phase,
and subscript g to the gas phase. The term containing 	l represents
the contribution of surface tension to the pressure gradient jump
through the gas–liquid interface. The mean film curvature hxx / �1
+hx

2�3/2 can be linearized to get hxxx on the grounds that the free
surface slope is small. The boundary conditions to be associated
with Eq. �1� express the no-slip condition of the film on the sub-
strate, and the continuity of shear stress at the interface

u = U at y = 0 �4�

Fig. 1 Schematic of the jet wiping operation applied to the
galvanization process

Fig. 2 „a… Splashing phenomenon on a galvanization line; „b…
fully developed splashing with water; the runback flow is com-
pletely separated along the strip width; and „c… sideview visu-
alization of splashing with water

Fig. 3 Typical film shape in jet wiping with pressure gradient
and shear stress profiles due to the jet
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�l

�u

�y
= 
�x� at y = h�x� �5�

where 
 is the shear stress due to the impinging jet on the film free
surface. Equation �1� together with Eqs. �4� and �5� can be readily
integrated to give the film velocity profile u�x ,y� from which the
flow rate q is determined through Eq. �2�. The resulting flow rate
equation has the following nondimensional form

�
d3ĥ�X�

dX3 = 1 + �Pg
ˆ �X� +

2Q − 3ĥ − 1.5T̂ĥ2

ĥ3
�6�

The normalized variables are defined as follows: X=x /d, ĥ
=h /h0 with h0=��lU /�lg; �=	lh0 /�lgd3; Q=q /q0 with q0

=2/3Uh0; �Pg
ˆ =�Pg /�lg; and T̂=
 /
0 with 
0=��lU�lg. Sub-

script 0 refers to the dragged film flow without wiping. � is the
dimensionless parameter which measures the influence of surface
tension �4�. Though the pressure P is the only function of x, we
choose deliberately to use �Pg�x� instead of dPg /dx for conve-
nience in writing.

Since the pressure gradient and shear stress distributions due to
the jet are usually assumed to be known, Eq. �6� has basically two

unknowns: the dimensionless film thickness ĥ and flow rate Q.
Because it was shown that the presence of the liquid film almost
does not affect the jet profiles �8�, the pressure gradient and shear
stress profiles are given by experimental or numerical simulation
of an impinging jet on a flat plate �9,10�. Assuming a negligible
effect of surface tension, which will be justified later, Eq. �6� can
be further simplified to

�1 + �P̂�ĥ3 − 1.5T̂ĥ2 − 3ĥ + 2Q = 0 �7�

where P is now the liquid pressure, which is equal to the gas
pressure. The solution of Eq. �7� is obtained by solving locally the
cubic equation, using the pressure gradient and shear stress distri-

butions �P̂�X� and T̂�X� of an impinging jet on a flat surface. It is
generally agreed that the pressure distribution at the wall is well
described by a Gaussian law �9,10�

P��� = Pse
−0.693�2

�8�

where Ps is the maximum pressure at the stagnation point; and
�=x /bP, where bP is the distance between the jet axis and the
location of Ps /2. The pressure gradient profile is therefore given
by the following expression

�P��� = − 1.386
Ps

bP
�e−0.693�2

=
− 1.386

bP
�P��� �9�

Ps and bP are both functions of Z and d. When the potential core
impinges onto the plate �Z /d5�, the stagnation pressure remains
constant and equal to the jet pressure Pn. For Z /d�5, Ps de-
creases when Z /d increases

Ps

Pn
= Cp

d

Z
�10�

with Cp	6.5.
In the impingement region, the shear stress profile fits closely

the distribution given by �9�


��� = 
max�erf�0.833�� − 0.2�e−0.693�2
� �11�

where erf is the error function. For a developed impinging jet
�Z /d�8�, the maximum shear stress is given by �9,10�


max = C
�Rej�
Pn

Z/d
�12�

where C
 is a value depending on the jet Reynolds number Rej
based on the nozzle slot width d and the jet exit velocity V0j, when
it is lower than about 6000

C
 = − 10−5 Rej + 0.129 �13�

Otherwise, C
=0.067.
In the wall-jet region, the shear stress distribution is better ap-

proximated by �9�


��� = 0.26
dPn

Rej
0.2
 1

��� + 4
�
 1

bP
� �14�

In steady conditions, continuity implies that the liquid flow rate
Q is constant throughout the wiping region. On the other hand, the
film thickness h varies along x with the �P�x� and 
�x� distribu-
tions. The cubic Eq. �7�, which has to be solved for all x values,
has two, or no positive roots. There exists only one value of Q for
which the film thickness evolution is physically acceptable. It cor-
responds to the condition when the derivative of the film flow rate

with respect to the film thickness is null �dQ /dĥ=0�, that is to say
when the flow rate is optimum. A zero-dimensional model �here-
after referred to as the knife model� can be derived from Eq. �7�,
relying on the observation that the position of the upstream maxi-
mum pressure gradient and shear stress corresponds approxi-
mately to the location where the film surface velocity is equal to
zero �called location of film surface bifurcation� �10�. Therefore,
we consider only this position where the net flow rate is “opti-
mum” and name it Xopt. Equation �7� is written at that position to

give Eq. �15�, and the local film thickness is named ĥopt

�1 + �P̂max�ĥopt
3 − 1.5T̂maxĥopt

2 − 3ĥopt + 2Q = 0 �15�
Then, in order to solve Eq. �15�, a second equation is found by

using the fact that the net flow rate is optimum, i.e., dQ /dĥ=0.

The value of ĥopt can thus be found through Eq. �16�

ĥopt =
T̂max + �T̂max

2 + 4�1 + �P̂max�

2�1 + �P̂max�
�16�

This value is replaced in Eq. �15�, and Q is found. Far down-
stream the wiping region, the film thickness becomes constant and
equal to its final value hf. Using the value of Q and Eq. �2�, hf is
computed �the velocity profile across the film is almost uniform
and equal to the substrate velocity U at that positions�.

The different aforementioned models are compared in Fig. 4,

Fig. 4 Comparison of the dimensionless volumetric film flow
rate predicted by the knife model and various models from lit-
erature as a function of the dimensionless jet pressure gradient
for Ca=0.01
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where the evolution of the dimensionless film flow rate Q is plot-

ted as a function of the dimensionless pressure gradient �P̂max for
a capillary number Ca=�lU /	l equal to 0.01. If pure water is
considered as the working fluid, it corresponds to a substrate ve-

locity U=0.67 m/s. The values of �P̂max and T̂max used for the
computations in Fig. 4 are based on the experimental correlations
Eqs. �9�–�14� from Beltaos et al. �9�. The comparison of the mod-
els of Thornton et al. �1� and Tuck �2� reveals that the surface
tension effect becomes negligible beyond a certain value of the
pressure gradient; the jet action then overcomes the capillary force
in the wiping meniscus. The same conclusion is reached when
comparing the results of Yoneda �5,6� with the ones of the knife
model, which both take shear stress into account, in contrast to the
previously cited models. As noted previously, the model proposed
by Yoneda �5,6� predicts the jet threshold beyond which the film
thickness is reduced. It appears as the straight line portion in
Fig. 4.

It can be thus inferred that the knife model is perfectly reliable
for a given Ca when the jet action is “strong” �compared to cap-
illarity in the meniscus�. It should be noted that the final film
thickness hf which is obtained very quickly with the zero-
dimensional knife model differs by generally less than 1% from
the value found when computing the whole thickness distribution
with the one-dimensional �1D� model Eq. �7�. A complete thick-
ness profile thus obtained was validated with numerical data from
volume of fluid-large Eddy simulation �VOF-LES� numerical
simulations by Lacanette et al. �8� for Z /d=8 and a jet pressure
Pn=1450 Pa. The pressure gradient and shear stress distributions
used for the 1D model predictions have been measured experi-
mentally �8�, and they fit closely the empirical correlations Eqs.
�9�–�10� and �11�–�14� from the literature �9�. The film interface
shapes obtained analytically and with two-phase simulations are
in good agreement both in the meniscus region and downstream
the jet, proving that surface tension can be neglected in such con-
ditions. The film thickness after wiping hf is underestimated of
about 15% by the wiping model with respect to the interface ob-
tained numerically. Upstream the impinging zone, the runback
flow from the 1D model is significantly thicker than the simulated
interface. The reason for that may be the high aspect ratio of the
mesh cells in that region, inducing a poor spatial resolution for the
interface detection in VOF-LES simulations, or the fact that the
lubrication assumption made in the analytical model is not be
valid in the runback flow region.

2.2 Effect of Nozzle Tilting. When the nozzle is tilted, the
impingement angle of the jet involves an asymmetry of the pres-
sure and shear stress profiles, and thus a modification of the wip-
ing actuators. For the purpose of splashing delay study, we will
consider only downward nozzle tilting. In that case, it is expected
that the usptream maximum pressure gradient is reduced due to
the flattening of the pressure distribution. Expressions for �Pmax
and 
max can be derived from the empirical relations provided by
Beltaos for oblique impinging jets �11�. It follows that

�Pmax =
5.712

bP
Pn

d

Z�
cos � �17�

Z� is the nozzle to wall distance along the jet axis, such that
Z��=0 deg�=Z� cos �. The quantity bP /Z is given by an empiri-
cal relation �11�, and is almost insensitive to � for angles smaller
than 30 deg. The maximum pressure gradient has therefore an
evolution in cos2 �.

The shear stress 
max can be approximated by the following
expression �11�


max = C*���
Pnd

Z�
�18�

where C* is a coefficient which depends on the nozzle geometry,
and is shown to be almost insensitive to the jet angle � when it

remains lower than 30 deg �11�. Beltaos �11� proposes a value of
0.06 for developed impinging jets �Z /d�8�. The maximum shear
stress for a tilted jet therefore varies in cos �.

The pressure gradient being the main actuator for the Z /d val-
ues considered in the present study, it may be expected that the
overall wiping efficiency is lower when the jet is tilted downward.

2.3 Validation With Experimental Data. The knife model
has the advantage of being very simple and fast to implement. Its
use for the present investigation and in industrial conditions re-
quires its validation with experimental data, in very well con-
trolled conditions.

2.3.1 Experimental Setup and Techniques. Therefore, wiping
experiments are performed on a dedicated water model facility,
which simulates a galvanization line. Figure 5 shows a schematic
of the setup, which includes a vertical rubber strip 5 m long and
0.5 m wide, stretched between two rolls. The strip is set into mo-
tion by the upper roll, which is entrained by an electric motor. The
strip velocity can be adjusted in the range 0.5–4.5 m/s, and it is
measured using a tachometer. The substrate dips in a bath of wa-
ter, to which a surfactant was added to ensure a good wettability.
The water surface tension thus drops to 0.03 N/m±0.001 N/m.
Normally, surfactant materials tend to remain at the free surface of
a liquid, and surface tension gradients may occur. However, the
capillary numbers remain sufficiently low here so that such an
effect is not felt. Moreover, the wiping process ensures a continu-
ous mixing of the working fluid and surfactant. The slot nozzle is
positioned at 0.8 m above the free surface of the bath. Its tilt angle
is adjustable, and the standoff distance Z between the nozzle and
the strip is tuned thanks to shims within ±0.1 mm. Two nozzle
geometries are tested. They are sketched in Fig. 6, together with
their main geometrical characteristics. Nozzle T1 is fully symmet-
ric, while T2 exhibits a bottom clearing and a more confined ge-
ometry. They are both 0.6 m wide to avoid edge effects. The

Fig. 5 Schematic of the water jet wiping facility

Fig. 6 Nozzle designs
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nozzle is fed with compressed air up to 10 kPa. The slot width d
can be adjusted between 0.7 mm and 2.1 mm within ±0.005 mm.
In all the experiments presented here, d=1.4 mm. For sake of
simplicity, the wiping mechanism is studied only on one side. To
ensure a good stability of the strip in the impact zone, the rear face
is sliding on an aluminum plate lubricated by the entrained water.
The mean liquid film thickness in space and time is determined
from the measured mass flow rate after wiping q

hf =
q

�lLU
�19�

where L is the strip width. The assumption of a uniform velocity
profile across the liquid film introduces an error of less than 0.1%
on hf, with respect to the value computed with the real film ve-
locity profile computed from Eq. �1�. The liquid film is withdrawn
at the top of the band by the action of a rubber scraper combined
to a sucking apparatus based on air ejectors. Two lateral small jets
draw the liquid film towards suction ports, which are connected to
a cyclone separator. A balance measures the amount of collected
water, and a stopwatch the weighting time. Depending on the flow
rate, the measuring time ranges between 1 and 6 min. Each ex-
periment is repeated five times. The uncertainty on the mean value
of a measurand X is given by U=�B2+ �tSX̄�2, where B is the bias

error, SX̄ is the precision index of the mean X̄, and t is the Student
value which is a function of the degrees of freedom used in cal-
culating SX̄. For the present measurements, t is equal to 2.776 for
a confidence interval of 95%. The flow rate standard deviation
over repeated measurements is an increasing function of qf
�higher flow rates are more difficult to measure� and it is of the
order of ±0.5%, which gives a precision index of ±1.4% with 95%
confidence. The bias error on the film flow rate is estimated to
±5.10−5 kg/s, from which we finally get qf ±5.2% for the overall
uncertainty. As for the strip velocity, its uncertainty is ±0.6% at
95% confidence level, in nominal wiping conditions. The preci-
sion index on hf is therefore ±0.5% and the bias error about ±5%,
which gives a final uncertainty of ±5.2% at 95% confidence. The
uncertainty on the normalized film thickness hf /h0 and film Rey-
nolds number Re is also about ±5.2%. The uncertainty on the jet
pressure is about ±6 Pa, while the one on Z /d is estimated to
±4%.

2.3.2 Validation. The importance of capillary effects in the
prediction of the final film thickness is illustrated in Fig. 7, for a
water film flow. The standoff distance between the nozzle and the
substrate is Z /d=10, and the strip velocity is 1.5 m/s, which

gives a capillary number of 0.055. At the lowest values of �P̂max,
the knife model underestimates the film thickness �normalized by
the film thickness without wiping h0� of almost 35% with respect
to the experimental values, while the complete model of Yoneda
�5,6� succeeds in providing reasonable values �overestimation of
9% at most�. So it can be asserted with some confidence that the
discrepancy between the knife model and the measurements is
mainly due to the omission of surface tension. As the jet pressure
gradient increases, the knife model prediction becomes more ac-
curate, until it almost matches the measurements starting from

�P̂max=40 approximately. It should be pointed out that we are
interested primarily in the wiping efficiency in the neighborhood
of splashing conditions, where the capillary number ranges from
0.07 to 0.14, thus where surface tension has a lower effect. More-
over, close to splashing, the jet pressure gradient action over-
comes largely the capillary effects, and the knife model is ex-
pected to give accurate predictions for hf.

Typical results for nozzle T1 in conditions where surface ten-
sion has little effect are shown in Fig. 8, where the nozzle dy-
namic pressure Pn is kept constant �Pn=1450 Pa, which corre-
sponds to a jet Reynolds number Rej of 4500�, while the standoff
distance Z /d varies between 2 and 14. The knife model predic-
tions and the measurements are in good agreement �within 5–9%�,

except for large Z /d where it can be anticipated that the pressure
gradient starts to be too weak to neglect capillarity �16% under-
estimation of hf /h0�. The wiping plateau until Z /d	8 is well
recovered by the analytical model. It is due to the specific behav-
ior of the wiping actuators �Pmax and 
max in the region of the
potential core �10,12�. The more important underestimation of hf
at Z /d=12 illustrates the rising effect of surface tension which
becomes non-negligible due to the large standoff distance. The
uncertainty of the thickness prediction here lies mainly in the
uncertainty of the experimental or numerical estimation of �Pmax
and 
max. In the present study, we use the results of a prior char-
acterization of nozzle T1 on a flat surface, performed during a
parallel experimental study �12�. The facility used for this inves-
tigation consists of an instrumented plate on which the jet im-
pinges normally. By displacing this plate equipped with a static
pressure hole and Stanton probes, the pressure and shear stress
distributions at impingement are measured. The uncertainty on the

Fig. 7 Effect of surface tension in the prediction of final film
thickness at Z /d=10 and Ca=0.055

Fig. 8 Comparison of film thickness after wiping obtained ex-
perimentally, and predicted by the knife model for Rej=4500
and U=1.5 m/s
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wiping actuators is estimated to ±4% for the pressure gradient,
and presumably more than ±10% for the shear stress, due to the
favorable pressure gradient which strongly affects the Stanton
probe measurements �8�. A sensitivity study of the knife model
shows that these values lead to a final ±6% uncertainty on the
thickness hf. It was also shown by Lacanette et al. �8� that the
results of VOF-LES numerical simulations taking fully into ac-
count the surface tension effects are in reasonable agreement with
the measurements and model predictions, except for small Z /d
distances �Z /d4�, where the important underestimation of hf is
probably due to an overestimation of �Pmax and 
max. The latter is
typical of an artificial confinement produced by the domain
boundaries in impinging jets numerical simulations �13�.

Typical experimental wiping curves obtained by varying the
nozzle dynamic pressure Pn at constant Z /d=10 are shown in Fig.
9. It appears that nozzle T2 is about 15% more efficient in wiping
than T1, that is to say for a constant nozzle pressure Pn, the final
film thickness is 15% lower with T2 than with T1. The nozzle
external and internal geometries seem therefore to have a non-
negligible influence on the wiping actuators �Pmax and 
max. This
could be quantified by characterizing the impinging jet produced
by various nozzle geometries on a flat plate. Since wiping effi-
ciency is controlled by the upstream maximum pressure gradient
and shear stress, we can speculate that these wiping actuators are
modified by the square corner shape of T2, which is favorable to
flow recirculations.

Finally, the effect of nozzle tilting which is included in the
knife model in Sec. 2.2 is validated by experiments in Fig. 10, for
a jet Reynolds number of 5100, at two different substrate speeds
U=1.5 m/s and 2 m/s. As it could be expected, the wiping effi-
ciency drops more importantly with the tilt angle when the stand-
off distance Z /d is large. Because the jet is more developed at
impingement when Z /d is larger, the pressure gradient and shear
stress �and thus the wiping efficiency� are more sensitive to the tilt
angle. The predictions of the knife model are in agreement within
±7% with the measurements, which is considered acceptable for
the model validation. It will thus be used for the future wiping
predictions at constant coating thickness.

3 Splashing
The splashing phenomenon occurring upstream the wiping jet is

now investigated. Typical dimensionless parameters are derived

through a phenomenological approach of the problem. An experi-
mental database is used for the finding of an empirical model to
predict splashing.

3.1 Phenomenological Approach. The ejection of droplets
from liquid free surfaces exposed to gas flows has been exten-
sively studied in basic configurations: sheared liquid films on pipe
walls �14�, still liquid free surfaces impinged by round jets �15�.
However, there exist very few studies about splashing in the con-
text of jet wiping. This film spraying mechanism may be seen as
the ultimate development of a film instability �16�, whose ampli-
fication factor may be high enough so that atomization occurs.
Yoneda �5,17� uses Hinze’s drop breakup model in turbulent gas
flow �18� to derive a criterion for splashing in jet wiping. In fact,
Yoneda �5,17� sees the liquid “bump” formed by the wiping me-
niscus as a droplet of diameter �2h0−hf�, which is subjected to a
parallel incoming gas flow. To this extent, the problem can be
related to the breakup of a single droplet in a turbulent flow, and
Yoneda �5,17� postulates that the critical conditions for droplet
disintegration into smaller droplets are those of splashing occur-
rence. As a typical length for the capillary contribution, he
chooses the quantity �2h0−hf�, for which he gets a correlation
depending on the film capillary number Ca and jet pressure Pn. He
ends up with a splashing criterion in terms of Ca and critical jet
pressure Pn

*. A more empirical approach is attempted here to iden-
tify the wiping conditions that may allow retarding splashing.

The present modeling postulates that the onset of splashing oc-
curs when the shear effect produced by the downward gas wall jet
overcomes the stabilizing effect of surface tension modeled here
by 	l /R, where R is the meniscus radius of curvature. The latter
can be approximated by �2h0−hf�, as depicted in Fig. 3, but since
hf �2h0, we choose R	2h0. Expressing the wall shear stress in
terms of dynamic pressure of the wall jet �0.5�Vwj

2 , where � is the
gas density, and Vwj is a typical wall-jet velocity�, and evaluating
the ratio of the dominating forces controlling the splashing
mechanism leads to the effective jet Weber number We
=�gVwj

2 h0 /	l. The critical Weber number We* above which
splashing develops is correlated with the film Reynolds number
based on the strip velocity, U, and the final coating thickness Re
=Uhf /�l. The wall jet velocity, Vwj, is modeled by the following
relation, which includes the effect of nozzle tilting �11�

Fig. 9 Experimental wiping curves for the two nozzle geom-
etries T1 and T2 at Z /d=10 and U=1.5 m/s

Fig. 10 Evolution of normalized final film thickness with the
nozzle tilting angle at constant Rej=5100 for different Z /d
values
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Vwj =
V0j

Z/d
�1 + sin � �20�

It can be anticipated that downward tilting of the nozzle delays
the occurrence of splashing. Indeed, the tendency of the jet
streamlines to impact normally on the film in spite of its oblique
position might force the film to stick to the substrate just below
the stagnation point. This intuition was confirmed by preliminary
tests.

It has to be seen now whether the loss of wiping efficiency
induced by jet downward tilting compensates for the splashing
delay at constant film thickness.

3.2 Empirical Model. The splashing experiments are per-
formed on the facility described in Sec. 2.3.1. They consist of the
visual detection of splashing for different wiping conditions. At
constant jet pressure, the substrate velocity is increased until
splashing occurs in its fully developed state along the strip. An
hysteresis phenomenon is observed: the substrate speed at which
splashing disappears is on average 7% lower than the one at
which it appears. We will only consider splashing appearance
here. The splashing tests are systematically repeated five times. At
first, two observers reproduced independently the same experi-
ments, and the difference in the results was found not to exceed
�Umax

* −Umin
* � over a set of five tests performed by a single experi-

menter. The standard deviation of the detected critical velocity U*

is ±2%. The bias error on U being of 0.006 m/s, the final uncer-
tainty on U* is of the order of 3% at 95% confidence. The propa-
gation of aforementioned errors lead to a final ±6.5% uncertainty
on Re and ±11% on We* in splashing conditions.

Figure 11 shows the evolution of critical conditions in terms of
Re−We* stability curves for the symmetric nozzle T1. Splashing
occurs above the curve, while jet wiping is stable below the curve.
As expected, downward nozzle tilting allows delaying splashing.
Splashing delay means that splashing occurs at higher strip speeds
for a constant nozzle pressure. The comparison with Fig. 12 for
T2 reveals that in terms of splashing, the nozzle geometry does
not modify much the critical conditions, at least for lower tilting
angles. For �=30 deg, it seems that T1 is slightly more efficient
�the same trend is observed for splashing disappearance�. The
worse performance of T2 is very likely due to the square shape of
the nozzle upstream wiping, which makes it more sentitive to the
tilt angle.

Figure 13 points out that the normalized standoff distance Z /d
does not affect substantially the splashing correlation, which in
turn can be formulated as follows

We* = e�a�+b�Re−n �21�

The value of coefficients a and b as well as the exponent n
depends on the nozzle design. For T1, a=0.043, b=5.5, and n
=1.44, while for T2, a=0.018, b=7.9, and n=1.91. The different
coefficients for T1 and T2 in correlation �21� result from a com-
bination of the different performances of T1 and T2 in wiping and
splashing. The improvement of the coating window reached by
tilting the nozzle downward can be quantified by the net increase
of the strip speed U, which is obtained for a given hf value. To
evaluate this enhancement, an optimum operating point is defined
as the highest productivity condition below splashing. It corre-
sponds to the intersection between the splashing critical curve
given by Eq. �21� and the wiping curve at constant thickness. The

Fig. 11 Dimensionless splashing curves for Z /d=10, nozzle T1 Fig. 12 Dimensionless splashing curves for Z /d=10, nozzle
T2

Fig. 13 Dimensionless splashing curves for Z /d values, for tilt
angles �=0 deg and 10 deg
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latter is predicted by the knife model, in which correlations �17�
and �18� for an oblique jet are used. This exercise will be done for
industrial conditions in the following section.

The range covered by the dimensionless parameters allows a
validation of the empirical correlations with galvanization line
data. Indeed, it is found that 0.1We1.8 and 50Re250 for
the water model, while We�0.19–0.23 and Re�120–150 corre-
spond to line conditions. The capillary number range is generally
lower in the industrial process window: 0.004Ca0.0125
while it is equal to 0.07Ca0.14 on the laboratory facility.

4 Application to Industrial Conditions
Depending on the desired final product, typical wiping condi-

tions in galvanization include a strip velocity between 50 and
170 m/min, a nozzle pressure between 3 and 45 kPa, to reach
coating weights M between 50 and 140 g/m2 �M =1000�Znhf�,
that is to say zinc film thicknesses between 5 and 20 �m. The
standoff distance Z is large enough to avoid contact between the
strip and the nozzle: 8Z14 mm. The nozzle slot is tuned be-
tween 0.8 and 1.2 mm. The liquid zinc properties are �Zn
=6540 kg/m3, �Zn=0.0035 Pa s, and 	Zn=0.7 N/m. Typically,
very thin coatings are reserved to the automotive industry, while
heavy coated products serve for furnitures and domestic appli-
ances.

The importance of surface tension in typical wiping conditions
on galvanization lines is comparatively lower than on the water
model facility. Although the capillary numbers are lower �0.004
Ca0.012�, the jet pressure gradient in nominal working con-
ditions overcomes largely the surface tension effect, as it can be
seen in Fig. 14 for Ca=0.0065. The knife model is therefore suf-
ficient to provide reliable predictions of the coating thickness.

The coating weights measured on galvanization lines are as
presented versus knife model predictions in Fig. 15. The in-line
data are based on the statistic treatment of a large number of
measurements on dry samples �solidified zinc� with a thickness
gauge. The standard deviation is lower than 0.5 g/m2. The inter-
polation of this data for constant coating weights constitutes a
simplified model which is used in practice on the line remote
control systems. The empirical coefficients for the computation of
the wiping actuators �Pmax and 
max are adjusted in the knife
model to fit the measurements in the higher capillary and Weber
number ranges, that is to say when surface tension has the lowest

effect. Indeed, there is no possibility to characterize the industrial
nozzles like it was done for laboratory tests. Following this ad-
justment, the agreement between the knife model and the mea-
sured thicknesses remains good �±4% � over the process windows
for the different coating weights. A slight departure �underestima-
tion of up to 15%� from the predictions can be depicted in Fig. 15
for higher hf /h0 values, for which surface tension starts to be
non-negligible. Indeed, wiping conditions for large coating masses
generally include low nozzle pressures, and therefore low-
pressure gradient and shear stress. In such a situation, it can be
anticipated that capillary effects come up gradually.

On galvanization lines, splashing is typically observed for high
substrate velocities �above 150 m/min� and high coating weights
�130–140 g/m2� at Z /d about 10. All the operating points of Fig.
15 are plotted in Fig. 16 together with the dimensionless splashing
correlation Eq. �21� for the symmetric nozzle T1. Most of the
process points which are in the nonsplashing regime are found to
be below the critical curve, while the ones for which splashing is

Fig. 14 Effect of surface tension in the prediction of final zinc
coating thickness on galvanization lines at Z /d=8 and Ca
=0.0065 „U=1.5 m/s…

Fig. 15 Measured and predicted coating thickness on galvani-
zation lines

Fig. 16 Typical galvanization process points „stable and with
splashing… with empirical correlation for splashing occurrence
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observed are correctly positioned above the curve. The agreement
is therefore good, except for a few points which are very close to
critical conditions. This is not surprising considering that the line
process parameters are very difficult to assess. The curve corre-
sponding to the criterion proposed by Yoneda �5,17� appears also
on the plot. He finds that the critical jet pressure Pn

* is a fast
decreasing function of the capillary number, which is consistent
with experimental observations when U rises for a given liquid. In
that conditions indeed, Ca increases, and one gets closer to splash-
ing. However, when plotted in terms of Re−We* with water and
zinc as working fluids and using the knife model for hf, it is found
that the critical We* increases slightly with Re �Fig. 16�, in strong
disagreement with the present experimental data. It is not very
surprising actually that the drop breakup model does not compare
well with splashing data, since the assumptions of Yoneda �5,17�
are rather distant from the real wiping configuration.

Finally, the parallel evolution of splashing and wiping at con-
stant film thickness is monitored, in order to compute the opti-
mum working point in terms of substrate speed U. This exercise is
done in Fig. 17 for galvanization conditions when � varies from
0 deg to 30 deg, and for a coating thickness of 20 �m. It appears
that the maximum likely line speed U* before film spraying can be
substantially increased by tilting downwards the nozzle. This
trend is detailed in Fig. 18, where the evolution of U* is plotted
versus the jet angle. Velocity gains of up to about 40% can be
reached with nozzle T1, while only 8% is obtained with T2, prob-
ably as a result of its different performances both in wiping and
splashing. In industrial conditions however, the nozzle can hardly
be tilted of more than 10 deg, which limits the velocity gain to
about 12%.

5 Conclusions
An overall analysis of the jet wiping technique for the galvani-

zation process is presented. A theoretical development for the
mean flow computation is first discussed. It is extended to a zero-
dimensional model for the direct prediction of the film thickness
after wiping. The importance of surface tension is emphasized,
and it is shown that it can be neglected in the typical wiping
process window which is under study. In such conditions, the
knife model provides thickness predictions which compare well
with the results of wiping experiments. Typical industrial working

points are also well predicted, provided that an adjustment of the
empirical coefficients depending on the nozzle geometry is made.
The knife model is therefore an efficient tool to be used in the
remote control system of industrial lines.

An experimental investigation of splashing in jet wiping is then
undertaken. This phenomenon is featured by a strong instability of
the runback flow leading to the ejection of droplets that may im-
pinge on the slot nozzle. Such an event constitutes a severe limi-
tation to the wiping technique.

An empirical splashing correlation expressed in terms of the
critical jet Weber number and film Reynolds number is proposed.
Very good agreement is found between the splashing criterion and
the observations on industrial lines.

Comparing the splashing and wiping models at constant coating
thickness leads to the definition of an optimum process window.
Tilting the nozzle downward delays the occurrence of splashing,
and allows higher line speed. A net increase of 40% of the pro-
ductivity can be expected with a tilt angle of 30 deg. The nozzle
design, on which both wiping and splashing performances depend,
is shown to influence strongly the sensitivity of the jet to the tilt
angle.
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Nomenclature

Roman Letters
a � splashing correlation coefficient
b � splashing correlation coefficient

bP � distance between the jet axis and the location
of Ps /2 �m�

C � empirical coefficient for impinging jet shear
stress estimation

Ca � film capillary number, �lU /	l
Cp � empirical coefficient
C
 � empirical coefficient

d � nozzle slot width �m�
g � acceleration of gravity �m s−2�
h � local film thickness �m�

Fig. 17 Parallel evolution of splashing and wiping at �
=0 deg and 30 deg for a constant coating thickness of 20 �m,
in galvanization with liquid zinc

Fig. 18 Evolution of the estimated maximum substrate speed
below splashing for the two nozzle geometries „Z /d�10, hf
=20 �m… in galvanization with liquid zinc
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hf � film thickness after wiping �m�
L � strip width �m�

M � coating weight, �lhf �kg/m2�
n � splashing correlation coefficient
P � static pressure at jet impingement �Pa�
Pl � pressure in the liquid �Pa�
Pg � pressure in the gas �Pa�
Pn � nozzle exit dynamic pressure �Pa�
Ps � maximum pressure at the stagnation point for

an impinging jet �Pa�
Q � dimensionless volumetric flow rate
q � film volumetric flow rate �m3/s�
R � local film radius of curvature �m�

Re � film Reynolds number, Uhf /�l
Ref � film Reynolds number based on the film veloc-

ity in the referential of the substrate and the
local thickness

Rej � jet Reynolds number, V0jd /�lg

T̂ � dimensionless shear stress
U � substrate velocity �m/s�
u � liquid film local velocity �m/s�

V0j � jet exit velocity �m/s�
Vwj � characteristic wall jet velocity �m/s�
We � jet Weber number, �gVwj

2 h0 /	l
X � dimensionless spatial coordinate in the moving

substrate direction
x � spatial coordinate in the moving substrate di-

rection �m�
y � spatial coordinate in the direction normal to

the substrate �m�
Z � nozzle to substrate distance �m�

Z� � nozzle to substrate distance along the jet axis
for oblique jets �m�

Greek Letters
� � nozzle tilt angle �deg�
� � surface tension term, 	h0 /�lgd3

� � scaling factor, 2�h /�
� � characteristic wavelength of x fluctuations �m�
� � dynamic viscosity �Pa s�
� � kinematic viscosity �m2/s�
� � normalized absissa for jet impingement, x /bP
� � density �kg/m3�
	 � surface tension �N/m�

 � shear stress due to impinging jet �Pa�

Subscripts/Superscripts
g � gas
j � jet

l � liquid
max � maximum
opt � values at the location of the wiping point

0 � without wiping
* � critical for splashing
ˆ � dimensionless quantities

Zn � liquid zinc
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CFD Investigation of Gear Pump
Mixing Using Deforming/
Agglomerating Mesh
A moving-deforming grid study was carried out using a commercial computational fluid
dynamics (CFD) solver, FLUENT® 6.2.16. The goal was to quantify the level of mixing of
a lower-viscosity additive (at a mass concentration below 10%) into a higher-viscosity
process fluid for a large-scale metering gear pump configuration typical in plastics
manufacturing. Second-order upwinding and bounded central differencing schemes were
used to reduce numerical diffusion. A maximum solver progression rate of 0.0003 revo-
lutions per time step was required for an accurate solution. Fluid properties, additive
feed arrangement, pump scale, and pump speed were systematically studied for their
effects on mixing. For each additive feed arrangement studied, the additive was fed in
individual stream(s) into the pump-intake. Pump intake additive variability, in terms of
coefficient of spatial variation (COV), was �300% for all cases. The model indicated
that the pump discharge additive COV ranged from 45% for a single centerline additive
feed stream to 5.5% for multiple additive feed streams. It was found that viscous heating
and thermal/shear-thinning characteristics in the process fluid slightly improved mixing,
reducing the outlet COV to 3.2% for the multiple feed-stream case. The outlet COV fell to
2.0% for a half-scale arrangement with similar physics. Lastly, it was found that if the
smaller unit’s speed were halved, the outlet COV was reduced to 1.5%.
�DOI: 10.1115/1.2436577�

Introduction
Positive displacement gear pumps are commonly used for pre-

cise viscous fluid metering on an industrial scale in both plastics
and food manufacturing. One would likely not propose installing a
new gear pump simply for any potential mixing capabilities be-
cause of its high level of energy consumption. If a metering gear
pump is already in use, however, the ability to also utilize this
gear pump for additive blending offers certain advantages. The
user could not only avoid both the purchase and installation costs
of new mixing equipment, but could also alleviate the need to
purchase and install more gear pump�s� to overcome the addi-
tional pressure drop of said mixing equipment. The goal of this
work is, therefore, to investigate whether or not additives can be
blended to a satisfactory level using an existing in-service
industrial-scale gear pump.

One may browse a mixing equipment manufacture’s Web site
and find common examples of static mixers for viscous liquid
applications, the use of COV �local standard deviation divided by
the local mean� for a mixedness measure, and how the COV at the
outlet of such devices depends on the COV at the inlet. There
appears to have been few studies of mixing within metering �posi-
tive displacement� gear pumps in the open literature and patent
databases. U.S. Patent Nos. 6,313,200 and 6,601,987, for ex-
ample, involve planetary gear arrangements. In fact, no computa-
tional metering gear pump mixing investigation could be found,
nor could concrete data from an experimental study be located.
Kramer �1� stated in his industrial gear pump performance study,
“The mechanism is basically a straight-through device, though,
and does no mixing” �underline included�. In an agricultural en-
gineering study by Bouse et al. �2�, the improved performance of
certain chemical sprays was noted as a result of multiple passes
through a gear pump. The authors, however, did not make a quan-
tifiable distinction between shear history effects and improved

mixedness resulting from multiple gear pump passes.
Studies of mixing within axial �primarily� flow units, such as

extruders, are more common. An interesting experimental study is
that of Valsamis and Pereira �3� in which enhancements to the
Farrel continuous mixer concept are explored. Localized circula-
tory cells, which promote backmixing and lateral motion of ma-
terial, are shown to improve blending. In a metering gear pump,
there is little to no flow in the direction normal to the primary flow
axis; therefore, it would typically not have this sort of lateral
mixing. Also, “inserts/dams,” which convert axial flow to radial
flow, were shown to reduce melt defects in these extruders. It must
be noted, however, that the unit in the study of �3� is noninter-
meshing. In other words, the swept areas/volumes of the rotating
members do not interfere with one another. The difficulties asso-
ciated with CFD modeling of intermeshing units �such as gear
pumps� would not be present in the study of said device.

An example of the study of flow in an intermeshing corotating
extruder is the computational work of Bruce et al. �4�. The authors
discuss forward mixing, back mixing, and generally swirling com-
partments within various extruder sections. They employ a mixing
efficiency parameter, also called an extensional efficiency, as in
Heniche et al. �5�. The parameter is defined as the ratio of the
symmetric rate of deformation tensor magnitude to the sum of this
magnitude and the vorticity tensor magnitude. Although the ten-
sors, themselves, are not frame invariant, their magnitudes �sca-
lars� are indeed frame invariant �6�. As a result, fair comparisons
can be made between various studies. An efficiency value of 0
would represent purely rotational flow, while a value of unity
would correspond to purely elongational flow. In general, a higher
value indicates better mixing as long as the areas of higher effi-
ciency are not segregated or isolated. The volume-averaged value
of the mixing parameter ranged from approximately 0.52 to 0.55
in the extruder studies of �4�. Typical values for a laminar static
mixer from �5� ranged from 0.4 to 0.8 axially, but averaged 0.6.

A common technique employed in CFD investigations of inter-
meshing systems, as in the study by Bruce et al. �4�, is the process
of superposition. Volumes of stationary and rotational components
are constructed and gridded separately. The grid nodes need not
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conform to one another at any instant in model time over the
course of the simulation. Grid cells are allowed to overlap freely,
and information is interpolated accordingly. Figure 1, from a Web
site example by FLUENT, Inc., shows the instantaneous computa-
tional grid of a gear pump study using Polyflow® �finite element
formulation�. Note the dramatic shifts in grid cell size/centroid
that occur throughout the domain during the gear rotational se-
quence. As shown in the circle, grid cells are approximately 1/20
the area of a neighboring grid cell at some locations in the com-
putational domain. Sharp grid cell size or centroid shifts are
known to produce substantial numerical diffusion, making the cal-
culated mixing rate appear to be better than in reality. Even if the
grid were more uniform, this method may work for pressure pro-
files and mass flow rate, but not be ideally suited for mixing
studies. Although the author is not aware of any studies of numeri-
cal diffusion of superposition nodal interpolations, one would ex-
pect the diffusive nature of this approach to be similar to that of
nonconformal interfacial interpolations.

An alternative to superposition is a moving-deforming grid.
This concept is relatively new and appears to be somewhat unex-
plored. At each computational time step, the model geometry is
advanced a predetermined amount. The computational grid is then
altered/recreated to accommodate new shapes before the flow or
thermal solution is sought through iterative means. One would
expect this to be more computationally expensive than superposi-
tion. Not only are the grid cell counts likely to be larger, but the
grid reconstruction time is added to each time step. Improved
accuracy and reduced numerical diffusion are the rewards.
FLUENT, Inc. offered this method commercially beginning in
February of 2003 in their finite volume code. The mesh within
FLUENT® will not only automatically deform to accommodate
changes in the shape of the base geometry, but will also automati-
cally create/agglomerate cells to maintain grid quality. One can
imagine that cell aspect ratio or skewness can become a signifi-
cant problem for dramatic changes in geometry shape with only a
deformable grid. For this reason, FLUENT® was seen as advanta-
geous for this work.

Model
The present study involves unsteady, laminar, multiphase flow

of a mixture of viscous materials through an intermeshing
industrial-scale metering gear pump. The two materials involved
are different “phases” only in the sense that they have signifi-
cantly differing properties. The process fluid has a viscosity

which is one to two orders of magnitude larger than that of the
additive. The additive is fed at relatively low mass concentrations
��10% � in the pump intake as individual stream�s� of essentially
pure additive. The FLUENT 6.2.16 commercial finite volume solver
is used to evaluate the mixing of these streams inside the pump.
The problem involves all three spatial dimensions because there is
a helical nature to the gears in the pump. The axial flow compo-
nents are expected to be comparatively small, and the axial mix-
ing should be minimal. As a result, the problem was condensed to
two dimensions. This makes the study more conservative in that
any three-dimensional �3D� flow would only increase phase
blending.

Physics. The Eulerian mixture model is a simplification of the
full Eulerian-Eulerian multiphase approach. Each liquid is treated
as a separate interpenetrating phase. Mass transfer between phases
is ignored, as well as momentum exchange through processes
such as drag, lift, surface tension, etc. Properties are volume frac-
tion weighted �except for heat capacity, which is mass fraction
weighted�, as shown in the Nomenclature, and consistent with the
“mixture” model concept. There is a single pressure and a single
velocity field shared by both phases. In other words, it is assumed
that, on a subgrid scale, the phases have reached local equilib-
rium. In the mixture approach, the effects of two-way phase cou-
pling are included in order to be able to address systems in which
the fluids have very different viscosity ratios. In general, it is
expected that this volume-weighted approach would be more dif-
fusive than the full Eulerian-Eulerian approach, but this effect will
be quantified in the Numerical Diffusion Tests section. Linear
momentum of the mixture is conserved via the following �shown
in Cartesian coordinates�:

�m� �ui

�t
+

�uiuj

�xj
� =

��ij

�xj
+ S �1�

The materials have similar densities so the effects of natural con-
vection could be ignored. The mixture stress tensor is calculated

�ij = − p + �m� �ui

�xj
+

�uj

�xi
� �2�

For the computational cases in which the primary fluid is non-
Newtonian, the deviation from Newtonian behavior is incorpo-
rated into �P �subset of �m�. The author is aware that viscous
fluids, such as polymers, often exhibit normal stress differences
upon shearing �7�. That is, a viscous tension is developed along a
streamline. In addition, there is sometimes “memory” associated
with these stresses. A thorough discussion of interesting secondary
flows that accompany these types of fluids is given by Siginer and
Letelier �8�. For this particular process fluid, however, it is known
through testing within Eastman Chemical Company that Carreau-
Yasuda relations can predict the correlation between apparent vis-
cosity and shear rate throughout the conditions modeled �Eqs.
�3�–�5��. The concept of having �P be a scalar function of defor-
mation is discussed in Bird et al. �9� and is not new,

�P0 = B1 exp�B2� 1

T
−

1

B3
	
 �3�

� = B4 exp�B5� 1

T
−

1

B3
	
 �4�

�P = �P0�1 + ����B6�B7 �5�

The additive phase volume fraction is conserved using phase con-
tinuity,

���A�A�
�t

+
���A�Aui�

�xi
= 0 �6�

Energy of the mixture is conserved via

Fig. 1 Computational grid from a Polyflow® study „not related
to present work…
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�mCm� �T

�t
+

�uiT

�xi
� = km� �2T

�xi
2 � − �ij
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Of course, the kinetic and potential energy terms have been ne-
glected because they have little to no impact in the present simu-
lation. Viscous heating effects are included for some of the cases
using the definition of the irreversible dissipation of energy
through viscous losses as shown in the last term of Eq. �7�. The
pressure-work term T��p /�T���ui /�xi� has been neglected from
the right-hand side of Eq. �7� because all models were run at the
same low operating pressure differential ��1 bar�, and the fluid is
effectively incompressible. The walls and gear surfaces were
treated as adiabatic; thus, there was no net thermal exchange
within the pump or externally. The rotational speed of the gear set
matched the typical for the process fluid at plant throughput.

Computational Grid. Numerical diffusion is an important con-
sideration in any mixing study. Artificial smearing of gradients
would produce a computational mixing level higher than reality.
�This will be discussed in further detail in a later section�. Solu-
tion boundedness is an equally important consideration in order to
prevent the opposite problem from occurring. The computational
grid was built using lessons learned from transonic gas turbine
passage gridding discussed in Strasser et al. �10� to minimize the
numerical error associated with these two issues.

Figure 2 displays a typical computational grid �nominally
65,000 grid cells in a pump cross section� in the present study.
Quadrilateral cells make up the inlet �top of Fig. 2� as well as the
outlet �not shown�. The “deforming” zone filling the spaces
around the gears is made up of triangular cells. As shown in Fig.
2, grid cell area/centroid shifts are handled gradually, especially
the quadrilateral-triangular cell transition that is often overlooked
in computational studies. Exceptional resolution is provided
across the inlet zone �nearly 400 grid points� and outlet zone to
minimize cross-diffusion. Grid cell aspect ratios �in the directions
normal to the flow� were minimized. As the gears rotate, triangu-
lar cells in the deforming zone are agglomerated and/or created
�using spring-based smoothing� to maintain grid quality. Cells are
created on the trailing tooth edge, while cells are destroyed on the
leading tooth edge. In the gear intermeshing zone, where the teeth
pass very near each other, the cell creation/destruction process
must proceed aggressively but smoothly. In a real-world gear
pump, the teeth actually touch, but computationally they are kept
apart by a small cushion about the size of the smallest cell in the
domain. Area-averaged grid cell equivolume skewness values for
the deforming zone are typically 0.15 �0 being an equilateral tri-
angle and 1 being a sliver cell� over the course of the run and

never exceed 0.16. Minimizing grid cell skewness is another fac-
tor that is important for minimizing numerical diffusion. In addi-
tion to being diffusive, highly skewed cells �skewness ��0.8�
have been found to cause the local computation of artificially high
strain rates in other internal Eastman Chemical Company CFD
models. Gridding parameters in the code are utilized such that the
computational cell sizes in the deforming zone are maintained to
be nearly the same size as the boundary cells �smallest in the
figure�, i.e., cell size growth is minimized in the boundary-normal
direction in order to improve accuracy. Other methods and mea-
sures of controlling deforming grid quality are available, such as
that in �11� in which smaller cells are adjusted relatively less than
larger cells from time step to time step, but cell skewness was the
primary concern in this study. During cell agglomeration and cre-
ation, mass and momentum are conserved and gradients are inter-
polated based on the numerical grid at the previous time step.

Discretization. Care was taken to utilize discretization schemes
within FLUENT 6.2.16 that were a blend of diffusion and bounded-
ness considerations. For example, switching from first-order up-
winding to second-order upwinding has been found to have dra-
matic effects on multiphase calculations �12�. For the momentum
balance, a bounded central differencing scheme was used for spa-
tial interpolation in both quadrilateral and triangular cells. This is
the most accurate stencil that is offered in this particular code
release for grids that are not always aligned with the flow. A
third-order MUSCL scheme is available, but does not contain flux
limitations and could cause overshoot for nonaligned flows �13�.
Since grid cell peclet numbers were everywhere less than unity, it
was concluded that central differencing would not experience dis-
persion problems. All other variables �except pressure� were spa-
tially interpolated using a second-order upwind/central differenc-
ing blended scheme. For quadrilateral cells, the blending constant
was solution dependent and varied locally to stay as close to cen-
tral as possible without the introduction of new maxima in the
flow field. For triangular cells, the blending constant was zero,
meaning that second-order upwinding was used. Pressure interpo-
lation was handled using a purely second-order upwinding scheme
for all grid cells. In all cases, first-order interpolation was used for
the transient terms because this was the only option available for
multiphase models in FLUENT 6.2.16. Derivatives were discretized
using the nodal method �weighted by nodal values on surrounding
faces instead of simple arithmetical grid cell center averages�,
which is more accurate especially for triangular cells. The settings
discussed here are consistent with the best practices proposed by
FLUENT, Inc.

Convergence. The SIMPLE algorithm was used for pressure-
velocity coupling via the segregated implicit solver. Although it is
known that, for some problems, coupling can be more efficiently
handled by SIMPLEC or other methods, numerical tests confirmed
that the flux corrections within SIMPLEC were not worth the addi-
tional CPU time in residual reduction. An advanced multidimen-
sional slope-limiting scheme �total variation diminishing� was uti-
lized to keep cell gradients under control. Pressure
checkerboarding was prevented using a second-order Rhie-Chow
method. The single precision solver version was used in that it
was found that the use of double precision did not change the
results to three significant figures. An algebraic multigrid was
used to reduce large wave error propagation, and the multigrid
termination criteria were lowered an order of magnitude from the
default settings for pressure and volume fraction to ensure deep
mass convergence. Time stepping was fixed at �0.0003 revolu-
tions per time step. Time-step increments above this caused the
grid deformation algorithm to fail. Twenty-five subiterations were
required per time step for the “flattening” of residuals. Certain
underrelaxation factors were increased to values higher than the
default in order to promote residual reduction. Residual rms val-
ues fell typically three orders of magnitude each time step, with
the maximum rms value at the end of a time step being of order

Fig. 2 Typical computational grid used in present study
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10−5. Additive mass imbalance, in a time-averaged sense, was
maintained to near zero. It did not typically exceed ±0.5% on an
instantaneous basis. The model ran at a rate of nominally 0.6
computational revolutions per day of CPU time on a Dell Preci-
sion® 450 Workstation. Three to four weeks ��15 revolutions� of
run time was normally required to reach a quasi-steady state.
Quasi-steady was defined as the point at which the outlet additive
statistics became stationary in time. Once this occurred, time-
averaging data collection began.

Results

Numerical Diffusion Tests. As would be expected with any
CFD “experiment,” a sanity check should be performed to test the
method. Numerical diffusion cannot be completely avoided al-
though every reasonable attempt was made to do so. A steady-
state CFD test case was built that somewhat mimicked the grid for
the real gear pump CFD case. It contained a single additive feed
stream �concentrated strand� at the pump intake centerline and a
Newtonian process fluid. The inlet and outlet grid topology, shape,
and size matched the real pump CFD cases exactly. In the trian-
gular zone, the grid was expanded and contracted �similar to Fig.
2� in and around the outline of fictitious gear teeth so that oppor-
tunities for numerical diffusion could be brought to the forefront.
Of course, there were no moving parts in the test case, and the
flow proceeds straight through each cell zone. Based on discus-
sions in the classic Patankar text �14� and shockwave-capturing
findings of �15�, the triangular zone is expected to provide the
most numerical mixing. Besides the fact that the test case was run
in steady-state mode, all other solver settings were exactly the
same as those discussed in the previous sections. The computa-
tional domain for this straight-through test case is shown in Fig. 3.

Figure 4 shows additive concentration profiles normalized by
the mass flow-weighted area-averaged �MFWAA� additive con-
centration of the feed. Note the additive concentration profile
changes from a square wave to a Gaussian-type distribution sim-
ply as a result of numerical mixing. Again, there are no moving
gears or other blending stimuli in this case. Specifically, all of the
diffusion occurred in the triangular zone. The end of the
quadrilateral-celled inlet zone is marked with triangular symbols,

whereas the beginning of the quadrilateral-celled outlet zone is
marked with x-shaped symbols. The concentration distribution is
not changed as the fluid moves through these zones. The overall
COV was reduced through the triangular zone from 350 �equal to
the inlet� to 290.

The author was not satisfied with this result, specifically the
distance traveled by the fluid mixture through the diffusive trian-
gular zone; thus, another test case was built. In the new test case,
the Newtonian mixture of materials �with a single additive feed
stream� had to flow around a perimeter of similar distance mag-
nitude experienced in the gear pump simulations. The triangular
zone was made up of larger triangles than in the first test case in
order to attempt to maximize the effects of numerical blending.
Figure 5 shows the second test case �perimeter-flow� computa-
tional grid.

The outlet spatial concentration profile was similar in shape to
that in Fig. 4 and has not been repeated here. The profile, how-
ever, was more spread out, indicating a higher level of numerical
blending �outlet COV=240�. Another mixedness measure could
be the width about the outlet centerline of a given percent accu-
mulated area under the spatial concentration curve. The resulting
width measure depends on the particular percent threshold chosen;
therefore, a number of thresholds were tested. In general, the dis-
tribution width was approximately doubled across the triangular

Fig. 3 Computational domain for the straight-through numeri-
cal diffusion test case

Fig. 4 Normalized additive mass concentration profiles for the
straight-through numerical diffusion test case

Fig. 5 Computational domain for the perimeter-flow numerical
diffusion test case
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zone in the first numerical test case and nearly tripled in the sec-
ond numerical test case.

Still not satisfied with these results, in that they did not take
into account gradient smearing through cell creation/
agglomeration and first-order upwinding in time, a third test case
was constructed. The grid was similar to that in Fig. 5, except that
it involved the Newtonian mixture �with a single additive feed
stream� flowing around a single center cylinder anchored in the
triangular cell zone. The cylinder’s angular velocity and the solu-
tion time step were typical of gear pump simulations discussed in
the upcoming sections. The rotation of the cylinder forced the
triangular mesh to deform �squeeze, create, and agglomerate� just
as it would in a gear pump simulation. The wall of the cylinder
was set as a slip boundary condition so that no vorticity would be
created and no flow disturbance would occur. The time-averaged
�TA� outlet COV was reduced to 180 through the triangular zone
in this test. Because this third test took into account all foreseeable
numerical mixing caused by the mixture approach, deforming
mesh, and spatial/temporal discretization, all upcoming COV re-
sults will be scaled by a similar ratio ��0.5� in order to isolate
real gear pump mixing effects. Incidentally, the area-averaged
value of the mixing parameter for the three numerical test cases
were 0.5, indicating simple shear flow.

Single Additive Injection Stream (Case 1). Figure 6 shows a
typical cross-sectional instantaneous concentration contour plot
for the first gear pump case in which a single additive inlet feed
was utilized. Viscous heating and thermal/shear-thinning
�VHTST� were ignored for this case. The white shade represents
anything 	60% higher than the outlet MFWAA mass concentra-
tion. Black, of course, represents zero additive concentration. The
contour lines are scaled in-between these two values. The single
“strand” of additive coming down from the inlet is 100% additive,
and the white area enclosed by the gear outline is simply unoccu-
pied space. The inlet additive COV is �300%. The examples of
flow phenomena discussed �and the associated numbered regions�
in the next two figures will arbitrarily be associated mainly with
the left-hand side gear.

Note how the additive-rich strand is pulled into encircled region
1 just above the gear meshing zone �encircled region 4�. For the
most part, it remains bound near the cavity floor throughout the
gear movement cycle from the intake to the discharge. Encircled
region 2 marks the near-wall additive-depleted region that is cre-

ated by the inlet-fed process fluid being cut off from the inlet by
the sweeping gear teeth. As consecutive cavity-bound fluid zones
merge above the pump outlet at encircled region 3, additive-rich
material gets split into two main regions. Some of the cavity-
bound rich material gets pushed toward the outlet walls, while the
majority of the rich material moves toward the outflow core. Gear-
induced fluid motion appears to create interfacial surface area for
phasic mixing. The mechanisms proposed to be responsible for
this are discussed in the upcoming text. The TA outlet additive
COV �already adjusted for expected numerical diffusion� is 45%
for this case.

Figure 7, showing normalized velocity vectors for a typical
instantaneous flow field, helps to explain further what is causing
the mass concentration trends. Here, the white shade represents
any velocity 	10% higher than the tip rotational velocity magni-
tude, and black corresponds to zero velocity. Any vector passing
across a surface boundary is simply an artifact of increasing the
length scale of the postprocessed vectors to make them visually
insightful. During the rotational cycle, the peak local velocity
magnitude exceeds 15 times the gear angular velocity in the gear
meshing zone �encircled region 4 in Fig. 6�. Also in region 4, peak
local strain rate magnitude exceeds 40 times the gear angular ve-
locity divided by the diametrical gear-housing clearance. The
area-averaged value of the mixing parameter �used in �4,5�� in the
present case is 0.71, indicating that the flow is more elongational
than simple shear flow.

Small mixing cells are created by fluid moving radially inward
on backward-facing teeth faces and fluid moving radially outward
on forward-facing teeth faces. The mixing cells remain near the
cavity floor and mostly unchanged in each tooth cavity throughout
the revolution process, except where the teeth mesh. In the mesh-
ing zone, the mixing cells are mashed and distorted, but never
fully extinguished since there is always sufficient radial spacing.
Tooth-housing diametrical clearance allows a small amount of
each cavity’s fluid to leak �“tip leakage”� into each subsequent
gear swept area. It is difficult to tell in any of the instantaneous
contours shown in this paper, but the coupling of the mixing cell
and the tip leakage creates a counterrotating motion in each cavity,
providing increased interfacial area between the phases. The
additive-depleted regions near the walls and the rich regions near
the floor tend to mix through this motion, but the exchange is
weak. A wider radius of vortex rotation in the floor would prob-
ably help exchange these two materials more efficiently. A design
change in the contour of the gear teeth may allow the vortex
entrainment to be increased.

Stagnant regions are created at the outlet side of the gear mesh-

Fig. 6 Typical instantaneous normalized additive mass con-
centration contours for a single additive injection stream and a
Newtonian process fluid; white represents material having a
mass concentration Ð60% higher than the outlet instantaneous
MFWAA concentration

Fig. 7 Typical instantaneous fluid vectors downstream of gear
meshing zone; white represents a velocity Ð10% higher than
the gear blade tip velocity magnitude
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ing zone in an alternating fashion as the fluids moving radially
outward from alternating gear teeth meet and come to rest. Similar
stagnant regions occur on the inlet side �not shown� of the mesh-
ing zone. It must be noted that where the fluids meet head-on in
the stagnant zones, there will likely be a three-dimensional com-
ponent to the flow. That has been ignored in the present two-
dimensional �2D� study.

Multiple Additive Injection Streams (Case 2). The TA outlet
COV is dramatically lowered from 45% to 5.5% by the introduc-
tion of four other inlet streams of pure additive across the inlet,
resulting in five equally spaced concentrated feed strands. This is
near the 5% COV typically sought in static mixer applications.
Here, again, VHTST effects are ignored. The total additive feed
rate is held constant, and the inlet COV again is �300%. Figure 8,
same gray scale as Fig. 6, provides instantaneous normalized mass
concentration contours on a pump cross section for this case. The
weaving and breaking up of the strands at the intake side prevent
the building up of relatively high mass concentration additive re-
gions in the cavity floors as was the tendency of the single-
injection case. Since these strands seem to get pushed radially
outward near the housing wall, the higher mass concentration re-
gions for this model stayed nearer the walls. The area-averaged
value of the mixing parameter is 0.71 also for case 2.

Viscous Heating, Thermal/Shear-Thinning (Case 3). Further
reduction in outlet COV, down to 3.2%, was found by the incor-
poration of VHTST considerations into the five-stream injection
case. The cross-sectional mass concentration contours look ex-
tremely similar to those in Fig. 8; therefore, they are not included
here. The area-averaged value of the mixing parameter is, again,
0.71 for case 3. Figure 9, however, shows new information regard-
ing normalized static temperature. The white shade represents
anything 	10°C higher than the inlet temperature, while black
corresponds to the inlet temperature.

There are obvious similarities between the temperature con-
tours here and the mass concentration contours in Fig. 6. The
temperature is relatively higher in the near-floor cavity-bound ma-
terial. At the outlet there is a split between core high-temperature
flow and near-wall high-temperature flow as in Fig. 6. The differ-
ence, of course, in the two figures is that the additive source
comes from the intake, while the thermal source lies in the near-
tooth regions �especially in the meshing zone�. Moving from the

top of the figure to the bottom around the gear circumferential
direction, note the fact that the high-temperature material in the
cavity floor somewhat disperses into the fresh feed material cap-
tured by the gears. Then, as the material is exposed to strain, it
heats up moving toward the outlet.

The viscosity of the process fluid varies across the outlet instan-
taneously �time-averaged results not available�, as can be seen in
Fig. 10. The local process fluid viscosity is scaled by the MFWAA
process fluid viscosity across the outlet. Mixture strain rate mag-
nitude, shaped like the typical laminar strain rate profile, and mix-
ture static temperature are scaled in a similar fashion. The x-axis
is the normalized distance across the outlet from left to right.
Velocity magnitude �not shown here� is laminar parabolic, as one
might assume.

As expected, the viscosity profile is a mirror image of the tem-
perature profile. The interesting feature, however, is how low the
viscosity drops near the walls. The temperature does not rise any
more here than it does in the core, yet the viscosity is much lower
than in the core. This lower viscosity occurs because of the in-
creased strain rate at the wall.

Bulk fluid viscosity reduction is believed to be the source of the
mixing improvement achieved by the VHTST case. This is ex-
pected to improve stirring action within the cavities throughout
the gear rotational cycle. Although there is variation in the local-
ized viscosity across the outlet, the average process fluid viscosity
at the outlet is 22% less than that of the inlet. This is a result of the
overall increase in bulk temperature and the instantaneous shear
values at the outlet. Again, shear-history effects have been ex-
cluded from this study.

Figure 11 gives insight into the outlet additive mass spatial
concentration profiles for all three full-scale cases. The TA local
concentration is normalized by the TA MFWAA concentration.
Time did not permit running the cases long enough to develop
perfectly symmetrical TA profiles. There was a dramatic reduction
in variability when the additive injection stream count was in-
creased from 1 to 5. There was further reduction in variability
when VHTST was incorporated. Both of these effects are consis-
tent with the previously mentioned COV values. Another notable
feature of this plot is the inversion of the outlet profile when the
additive injection stream count is increased from 1 to 5. Instead of
the highest concentration being at the outlet centerline �single in-
jection�, a below-average value is seen at the centerline for mul-
tiple injection streams. VHTST effects keep the profile similar, but

Fig. 8 Typical instantaneous normalized additive mass con-
centration contours for five injection streams and a Newtonian
process fluid; white represents material having a mass concen-
tration Ð60% higher than the instantaneous outlet MFWAA
concentration

Fig. 9 Typical instantaneous normalized temperature con-
tours for five injection streams in which VHTST effects are
taken into account; white represents material having a tem-
perature Ð10°C higher than the inlet temperature
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the peaks are moved slightly closer to the centerline. The two
multiple additive inlet concentration profiles are similar in shape
to the process fluid viscosity profile in Fig. 10.

Scale and Speed Effects (Cases 4 and 5). Two more runs were
carried out to attempt to isolate the effects of pump scale and
pump speed, respectively, in the presence of multiple additive
inlet streams and VHTST effects. Each of these two new runs was
initialized with the resulting flow field from the most recently
discussed case �case 3� and then run in tandem. For case 4, case 3
was scaled down by a factor of 0.48. This scaling applies linearly
to everything geometrically in the setup. The relative inlet addi-
tive concentration and pump rotational speed were kept nearly the
same. Since the fluid properties remained the same, the system
Reynolds number fell by the scale factor. The outlet profiles �like
those in Figs. 10 and 11� look extremely similar to those of case 3
and have not been included here. The difference, however, is that
the TA outlet additive COV is even lower than the full-size pump
to a value of 2.0%. It seems counterintuitive that a lower Rey-
nolds number system would mix more efficiently. To help relate
case numbers, Table 1 tabulates all CFD cases in this paper.

Case 5 involved the scaled-down pump �case 4� being slowed

to 55% of the typical speed �Reynolds number lowered accord-
ingly�. Again the outlet profile plots have been omitted due to
their similarity with those already shown in Figs. 10 and 11. The
TA outlet additive COV fell to 1.5%. Once again, a system with
an even lower Reynolds number �about 1/4 of that in case 3�
shows a better mixedness at the outlet. The bulk viscosity reduc-
tion from inlet to outlet for the scaled-down pump �case 4� was
19%, while that of the scaled-down/slowed pump �case 5� was
14%. Both of these values are less than that of the full-scale case
�case 3 at 22%�, due mainly to less viscous heating for the scaled-
down cases. This further magnifies the inverse Reynolds
number—mixing rate trend. One does not expect, however, that
Reynolds number would play an important part in laminar flow.

It is not clear why the smaller cases are more mixed. There
must be some subtle differences in the counter-rotating mixing
cells inside the cavities and/or the tip leakage rate between cavi-
ties that allow the level of additive blending to be higher in
scaled-down cases 4 and 5. These differences could not be de-
tected from reviewing transient contour plots and moving videos
from the runs. The area-averaged mixing parameter remained 0.71
in both scaled-down cases, so it appears that scale and/or speed do

Fig. 10 Typical instantaneous normalized outlet process fluid viscosity,
mixture temperature, and mixture strain rate magnitude for five injection
streams and VHTST effects

Fig. 11 Time-averaged outlet additive mass concentration profiles for
the three full-scale cases normalized by the time-averaged MFWAA outlet
concentration
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not have a major impact on the mixing efficiency. The fact that the
COV was nearly halved, while the mixing parameter did not
change supports what is discussed in �5� that a single mixing
measure should not be used to judge improved mixing in all cases.
The mixing parameter value seems to be unique to this particular
pump design.

Experimental Validation. A short experimental test of the gear
pump additive mixing concept has been carried out for a single
additive feed stream configuration. Although the experimental
pump was a half-scale unit operated at full speed with VHTST
effects like case 4, it is the closest to case 1 for COV comparative
purposes. Factors other than the number of feed streams affected
the computational COV results, but feed stream count was the
single largest COV determining factor. After adjusting the compu-
tational case 1 COV results for scale and VHTST effects �assum-
ing the effects in Table 1 are independent�, one would expect the
adjusted COV result to be 16%. The experimental pump outlet
COV varied in the range of 15–30%, which was viewed as an
acceptable match. The computational bulk throughput for the full-
scale cases at full speed was lower than the vendor-claimed value
at the modeled conditions by �9%. This discrepancy is partially
caused by the fact that the gears do not actually touch �forming
the intended seal� in the computational gear meshing zone.

Conclusions
A high-resolution computational study was undergone to inves-

tigate additive mixing �mass concentrations �10%� within a vis-
cous process fluid inside an industrial-scale intermeshing metering
gear pump. Additive feed arrangement, fluid properties, pump
scale, and pump speed effects on mixing were evaluated. A rela-
tively new moving/deforming grid approach within a commercial
CFD solver was used to resolve transient additive concentrations
within the pump. Careful consideration was given to numerical
discretization, computational grid, and convergence �building
blocks for any CFD study� to ensure sound results. Typically, �15
full computational gear pump revolutions were required to reach
quasi-steady state. Numerical diffusion is known to play a role in
any CFD simulation, even when the computational grid and nu-
merical recipes seek to minimize said effects. The COV results are
adjusted for such effects based on three numerical diffusion tests
employed in the present study.

For the case in which a single additive injection stream is uti-
lized at the intake of the pump, the model predicted an outlet
additive TA COV of 45%. Mixing cells in the gear teeth cavities
and tip leakage work to increase phasic interfacial area and im-
prove mixing but is relatively small in extent. A modification to
the gear tooth profile may allow the local cavity-bound circulation
to increase. The TA COV is lowered to 5.5% by the inclusion of
five injection streams at the pump intake. The waving and break-
ing of these high-concentration streams helps to prevent the
buildup of high-concentration zones in the teeth cavity floors. This
is near the 5% COV value typically sought in static mixer appli-
cations. The inclusion of viscous heating and thermal/shear-
thinning effects in the multiple inlet stream CFD model shows an

even further reduction in the outlet COV to 3.2%. It is proposed
that most of this improvement came from bulk process fluid vis-
cosity reduction.

Intriguing results were found by first scaling the geometry of
the pump to nearly half size and then slowing it down to nearly
half speed. Both cases involved multiple inlet additive streams
and VHTST physics. The half-scale pump at full speed had a TA
outlet COV of 2.0%, but the same pump slowed down had a TA
outlet COV of 1.5%. There does not appear to be an obvious
answer for why lower Reynolds number systems would produce
less additive variability at the pump outlet. The value of the mix-
ing efficiency parameter remained 0.71, in an area-averaged
sense, for all cases studied here.

The computational COV result was in the range of that found in
an experimental study for a scaled-down pump with a single ad-
ditive feed stream. Since it was always possible, computationally,
to get a COV near or less than 5% with at least five additive feed
streams, the blending was considered satisfactory. Future work
could include an investigation of the effects of operating pressure
differential and/or tip leakage on mixing efficiency. Also, coupling
effects of the variables that have been independently evaluated in
this work could be considered.

Nomenclature
B 
 generic constant

Cm 
 mixture heat capacity=��k�kCk /��k�k
km 
 mixture thermal conductivity=��kkk
p 
 static pressure
S 
 source associated with pump movement
T 
 mixture static temperature
ui 
 velocity component of the mixture
�ij 
 stress tensor of the mixture
�m 
 mixture density=��k�k
�k 
 volume fraction of phase k
�m 
 mixture apparent viscosity=��k�k

�P0 
 zero-shear viscosity of process fluid
� 
 relaxation time of process fluid
� 
 mixture strain rate magnitude

Subscripts
A 
 additive phase, or fluid
k 
 generic phase, or fluid

m 
 mixture property
P 
 process phase, or fluid
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Waterjet Peening and Surface
Preparation at 600 MPa: A
Preliminary Experimental Study
An experimental study was conducted to explore the surface preparation as well as the
effects of high-pressure waterjet peening at 600 MPa on the surface integrity and finish of
metals. The concept of larger droplet size and multiple droplet impacts resulting from an
ultra-high-pressure waterjet was used to explore and develop the peening process. A
combination of microstructure analysis, microhardness measurements, and profilometry
were used in determining the depth of plastic deformation and surface finish that result
from the surface treatment process. It was found that waterjet peening at 600 MPa in-
duces plastic deformation to greater depths in the subsurface layer of metals than laser
shock peening. The degree of plastic deformation and the state of the material surface
were found to be strongly dependent on the peening conditions and desired surface
roughness. Based on these first investigation results, water peening at 600 MPa may
serve as a new method for introducing compressive residual stresses in engineering
components. �DOI: 10.1115/1.2436580�

Introduction
Waterjet �WJ� peening has been developed to overcome the

limitations of shot peening. In waterjet peening, instead of using
the solid media, a high-pressure waterjet, which has been disinte-
grated in the droplet zone to impact the material surface, is ap-
plied. The main benefit of the induced plastic deformation is that
it can enhance the fatigue life of the component or structure �1–3�.
However, ultra-high-pressure waterjets can cause surface erosion
or surface damage. Erosion and microfracture can be induced on
the material surface by the jets if the applied peening conditions
are beyond a certain threshold value of the target material �4–6�.
If erosion-caused damages are induced, it will decrease the fatigue
life of the component, which is an undesirable effect. This erosion
is due to the transfer of kinetic energy to the work piece, and it has
been shown �7� that the energy transfer is related to the waterjet
process parameters. For this reason, it is important to determine
the optimum conditions to promote a controlled surface prepara-
tion without inducing detrimental material erosion.

Most surface processing methods not only affect the surface
layers, but also alter the surface microstructure irregularities. The
local irregularities, or the areas of surface roughness, are respon-
sible for causing stress concentrations that reduce the fatigue limit
of the material. The reliability of manufactured components is
often critically dependent on the quality of surface produced, and
the surface layer may drastically affect the strength and chemical
resistance of the material. Prior studies �8–13� have reported that
the high-pressure flow of water at supply pressure below 150 MPa
have the same deformation effects as conventional shot peening,
but with negligible changes in surface roughness and topology.
However, the common problem of using peening is the introduc-
tion of surface and subsurface damage and erosion on the target
�14,15�. Process conditions of concern include pressure, traverse
rate, standoff distance, jet exposure time, and jet type �round or
fan or fuzzy�. Currently, there has been no systematic investiga-
tion conducted to study the surface finishes generated by waterjet
peening processes that includes the fuzzy jets. Fuzzy jets are
formed when a fluid is either injected or entrained into the jet

stream to cause the jet to break down in contrast to the highly
coherent �not fuzzy� jet typically used in waterjet cutting.

The objective of this preliminary study is to evaluate the per-
formance of high-pressure waterjets or, more so, to define the
appropriate peening conditions for waterjet peening �with those
conditions being nozzle-to-surface distance, nozzle type, and
nozzle transverse rate� on Titanium 6Al-4V through the examina-
tion of surface characteristics. The surface characteristics induced
by different jet conditions were examined, evaluated, and dis-
cussed. Surface characteristics of the component, in general, are
discussed, in terms of surface finish and surface integrity. Surface
finish is a term used to describe the exterior features of the sur-
face, such as surface roughness, texture, lay, pits, etc. Surface
integrity is defined as the inherent condition of a surface layer,
which pertains to properties such as microstructural transforma-
tions, hardness alteration, residual stress distribution, etc. The
analysis of the surface characteristics can yield the information
that is vital to effectively controlling the manufacturing processes
on material surfaces.

Experimental Setup and Procedure
The peening tests were performed on Titanium �Ti-6AL-4V�

sheets approximately 300 mm wide by 450 mm long. The peening
jet was traversed along the width of the sample at rates of
84.7 mm/s and 169.3 mm/s and at standoff distances varying
from 12.7 mm to 63.5 mm. Enough spacing was provided be-
tween the exposed tracks of the jets to eliminate any interference.
Additional tests were performed on a superplastic formed titanium
alloy surface preparation sample. These were performed at vary-
ing traverse speeds and a standoff distance of 25.4 mm. The pres-
sure used was 600 MPa, and the lateral displacement between the
traverses was 0.2 mm.

This study applied the high-pressure waterjets to surface prepa-
ration and peening of a Titanium alloy using different jets. The
various types of jets were formed using different kinds of nozzles
�Fig. 1�. Three types of jets were used:

1. Plain waterjet �WJ�: In this case, a regular round waterjet
was used. The diameter of the jet was 0.127 mm. At
600 MPa pressure, the water flow rate was 0.0375 l /min.
For this setup the air entrainment tube was plugged.

2. Water-Air Jet �WAJ�: In this case, air was injected into the
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600 MPa pressure waterjet. Air water mixing occurred in a
mixing tube of 0.75 mm dia and 75 mm long.

3. Water-Water Jet �WWJ�: In this case, water was entrained,
instead of air, in the above nozzle. The water flow rate was
�0.01 l /min.

The variations that existed in the peening conditions were
standoff distances, traverse rate, nozzle type, and nozzle pressure.
A detailed list of the variable conditions can be seen in Tables
1–3. It is important to note that the pressure remained constant at
600 MPa and the orifice diameter remained constant at 0.127 mm
for all of the peening runs. For the experimental set 1 peening
trials, the surface peening was performed with the plain waterjet
�WJ� and with a fuzzy jet �WAJ� formed by the introduction of
atmospheric pressure into a waterjet �Table 1�. The term fuzzy jet
is used to define the jet stream that forms when injected/entrained
fluid causes an accelerated breakdown of the stream.

The peening conditions for experimental set 2 �Table 2� were
varied to compare the effects of a 0.103 MPa applied pressure and
a 0.207 MPa applied pressure. Screening tests �experimental sets
1 and 2� were first performed to select one of the above jets for
further tests. Experimental conditions and test matrices for experi-
mental sets 1 and 2 are given in Tables 1 and 2, respectively.
Visual inspection showed that the WAJ-type jet does not cause
noticeable erosion and can easily be controlled. The WWJ, al-
though not included in experimental set 1 or 2, was observed to be
violently vibrating and produced a pattern that was not uniform.
However, this concept promises highly effective peening when the
process is further developed for uniform and consistent exposure.
Another experimental test matrix �experimental set 3� is shown in
Table 3. The narrow profile of the jet suggested that multiple
parallel passes be performed to create a peened area for analysis.
Accordingly, 50 parallel passes were run side by side, with a
spacing of 0.254 mm.

The surface roughness of machined and peened samples was
measured using contact profilometry with a SurfAnalyzerTM
4000 profilometer and a 5 �m dia probe. Profiles of the machined
surface were obtained in a direction that is perpendicular to the
direction the nozzle traverses during the peening process. All mea-
surements were obtained according to ANSI B46.1-1986 using a
0.8 mm cutoff length and 3.5 mm traverse length. Standard
roughness parameters, including the arithmetic average roughness
�Ra� and peak-to-valley height �Ry� were calculated from each
profile. The distribution in subsurface plastic deformation was de-
termined from Knoop hardness measurements along the peening
depth. Hardness measurements were obtained from a polished sur-
face according to ASTM E92-82. All measurements were per-
formed with a 500 g indentation load over a 15 s period. Optical
microscopy and scanning electron microscopy were used in exam-
ining the surface erosion mechanics and subsurface features.

Fig. 1 „a… Schematic diagram of a peening system and „b…
peening nozzle assembly

Table 1 Peening conditions for experimental set 1

Table 2 Peening conditions for experimental set 2
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Results and Discussion
Figure 2 shows the optical micrographs of the peened surfaces

on experimental sets 1 and 2. The micrograph of the peening track
for run 1 of experimental set 1 presents evidence that a significant
amount of erosion occurred with the plain waterjet �WJ�. In con-
trast to that, the peening track for run 22 of experimental set 2
appears to exhibit a “cutlike” appearance; it does not appear that
the material was eroded away in the same fashion as run 1 of
experimental set 1.

The peening track was also characterized by analyzing the end
view of the track. A comparison of two peening runs can be con-
ducted, one with a standoff distance of 63.5 mm and one with a
standoff distance of 12.7 mm �the smallest standoff distance�. The
images in Fig. 3 depict the observed valleys of the cuts for these
two standoff distances. The left image depicts the observed track
for a standoff distance of 12.7 mm, where the volume diplaced is
greater. This is as expected because the nozzle is located closer to
the sample, and thus, the waterjet has less distance to travel over
where energy is dissipated.

In order to quantify and evaluate the jet performance, analysis
was made by viewing the end cross section of the peening track to
determine the erosion volume rate for each run on experimental

set 1. A plot can be created to determine if the erosion volume rate
behaves as a function of standoff distance or the distance from the
nozzle to the surface that is being peened. From the kerf geom-
etries �Fig. 3�, erosion volumes were calculated and plotted in Fig.
4 for experimental set 1. By analyzing, it is evident that the ero-
sion volume rate behaves as a function of both the standoff dis-
tance and the jet traverse rate. Also, the two plots can be com-
pared to show that the erosion rate is greater for the WAJ
conditions.

No visible tracks were observed with the fuzzy nozzle width of
0.762 mm under the conditions of experimental set 2. Optical ex-
amination merely showed the cleaned surface at 63.5 mm standoff
distance, regardless of the applied pressure. This observation led
us to explore further to systematically study the surface process-
ing and peening with the design of experiment �DOE� approach
for experimental set 3.

The fuzzy nozzle �WAJ� in experimental set 3 had a width of
0.762 mm; thus, the parallel passes overlapped slightly. In this
series of experiments, 50 parallel passes were run side by side,
with a spacing of 0.254 mm between each pass. Figure 5 shows a
typical aerial image of the surface peening tracks on experimental
set 3. The lighter-colored tracks are the areas exposed to the WAJ
for peening. The treated regions seen in Fig. 5 show evidence that
the affected width from each individual pass does not completely
overlap, and a series of ridges and valleys becomes evident. To
further understand the effects that each of the above peening con-
ditions had, surface roughness and subsurface hardening were in-
vestigated.

Typical surface profiles taken on the tracks are plotted in Fig. 6.

Table 3 Peening conditions for experimental set 3

Fig. 2 Top left: 10Ã magnification of run 1 of experimental set
1. Top right: Close up of peening track on run 1. Bottom right:
10Ã magnification of run 22 of experimental set 2. Bottom left:
Close up of peening track on run 22.

Fig. 3 Sectional Kerf profiles: „a… end view of peening run 11
of experimental set 1, peened at a 63.5 mm standoff distance
and „b… end view of peening run 15 of experimental set 1,
12.7 mm standoff distance
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The first corresponds to the surface profile of run 1, which had a
feed rate of 84.7 mm/s, standoff distance of 12.7 mm, and
0.103 MPa airflow pressure used to form a fuzzy nozzle �Fig.
6�a��. The profile seen in Fig. 6�b� corresponds to run 20, which
had a feed rate of 169.3 mm/s, a standoff distance of 63.5 mm,
and 0.207 MPa airflow pressure, and used a fuzzy nozzle. These
profiles show what can be considered the best �Fig. 6�b�, run 20:
Ra=0.2 �m� as the profile height variations were between
±1.5 �m, and worst cases for Ra �Fig. 6�a�, run 1: Ra=5.6 �m�,
where the profile height varied between ±20 �m. This relation-
ship shows that a higher airflow pressure, accompanied by a
greater standoff distance, resulted in a smaller centerline average
roughness.

Further analysis of surface profiles taken on the wide peened
areas of experimental set 3 can be used to calculate surface char-

acterizing parameters; the arithmetic average roughness �Ra� and
peak-to-valley height �Ry�. Figure 7 shows the effect of standoff
distance on Ra, for a given fuzzy jet traverse rate at airflow pres-
sures of 0.103 MPa �Fig. 7�a� and 0.207 MPa �Fig. 7�b��, respec-
tively. It is clear from the plots that the average surface roughness
Ra shows a decreasing trend as the standoff distance increases, as
expected. In addition, the results show that Ra is higher for the
feed rate of 84.7 mm/s �lowest in this series of experiments�.
Finally, the larger airflow pressure of 0.207 MPa produces a
smooth surface with a smaller Ra.

Surface roughness calculations gave similar values of the arith-
metic surface roughness �Ra� and the root-mean-square �rms�
roughness �Rq�, while the ten-point roughness values �Rz� were
within the scatter of �5%; this data is not presented here. It was
observed that the values of average surface roughness parameters
obtained between peened and unpeened surface were found to
have little difference in magnitude. However, maximum peak-to-
valley height �Ry�, plotted and shown in Fig. 8, and the ten-point
roughness �Rz� varied; both of these parameters had a minimum
roughness value at higher standoff distance. The Ry value of each
peened area varied as a function of the feed rate, standoff distance,
and pressure. Surface roughness parameters were clearly depen-
dent on the jet exposure time �or jet traverse rate� and standoff
distance as shown in Figs. 8�a� and 8�b�.

Further surface preparation experiments were performed on a
superplastically formed titanium alloy using the plain WJ. In these
processes, the goal was to erode the oxidation layer of the tita-
nium due to the superplastic forming. The parameters used were a
600 MPa pressure, a lateral displacement of 0.2 mm between each
traverse, and a standoff distance of 25.4 mm. For the experiment,
eight lateral passes were made. Also, a plain WJ was used for the
surface preparations. A typical sample with erosion marks can be

Fig. 4 Erosion volume rate versus standoff distance for cases
of „a… plain waterjet „WJ… and „b… fuzzy nozzle „WAJ… with atmo-
spheric pressure as described for experimental set 1 in Table 1

Fig. 5 Experimental set 3: Exposed surface of peening sample
with 50 passes taken at a 0.254 mm index using a fuzzy nozzle
„WAJ… of width 0.762 mm

Fig. 6 Surface profiles for „a… experimental set 3, run 1 and „b…
experimental set 3, run 20
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seen in Fig. 9, specifying the traverse speed for each case. It is
important to note the severity of the erosion mechanism when the
traverse rate is 21.2 mm/s; the base material is completely ex-
posed. As the traverse rate increased, the depth of cut was found
to reduce. However, an interesting trend with the surface rough-
ness was found. The values of Ra and Ry held reasonably constant
for traverse rates higher than 31.7 mm/s. This implies that a
threshold traverse rate may exist above which the surface rough-
ness does not change considerably.

Surface structure of waterjet-treated, superplastically formed Ti
alloy was examined using a scanning electron microscope �SEM�.
These SEM micrographs were taken at 2000x magnification and
are shown in Fig. 10. Note that as the traverse speed increases, the
erosion becomes less severe. This can be seen by comparing the
images in Figs 10�a� and 10�c�. It is clear that the erosion mecha-
nism is dependent on the jet exposure time, which, in turn, de-
pends on the traverse speed. Based on the preliminary tests, there
exists an ideal traverse speed to induce the creation of a desired
surface finish. It can be seen that the image in Fig. 10�a� has a vast
amount of surface erosion and the original surface is no longer
present.

However, in Fig. 10�b�, the original surface remains in contact.
The amount of surface erosion that occurred in this case is sub-
stantial, yet not totally detrimental to the original surface.

In order to evaluate the peening effect, or the degree of plastic
deformation, in the Ti-6Al-4V material with experimental set 3
conditions, the Knoop hardness test was performed on runs 1–10.
The hardness was calculated using the Knoop hardness equation

HKnoop = 14.229
Mimpact

d2

where d is the longest diagonal of the Knoop impact �in millime-
ters� and Mimpact is the applied indentation load in kilograms. Sub-
surface hardness values were analyzed to determine if hardness
variations exist in the peened regions.

Microhardness measurements were normalizing by the hardness
of the unpeened region and plotted in Fig. 11 as normalized hard-
ness as a function of depth beneath the jet impinged surface. This
plot shows the highest normalized hardness value at the surface,
and the hardness reaches the unpeened value at a depth of
�300 �m. Another interesting trait is that the highest value
reached is �1.17 times the normal hardness of the titanium
sample at 50 �m depth. These results showed that a maximum
increase in microhardness of specimen peened using the fuzzy
nozzle was �20% greater than that of the base material and was
strongly dependent on the surface peening conditions.

Fig. 8 Ry values as a function of standoff distance for experi-
mental set 3: „a… 0.103 MPa applied air pressure and „b…
0.207 MPa applied air pressure

Fig. 9 Superplastic formed specimen with erosion marks for
varying traverse rates

Fig. 7 Ra values as a function of standoff distance for experi-
mental set 3: „a… 0.103 MPa applied air pressure and „b…
0.207 MPa applied air pressure

Journal of Fluids Engineering APRIL 2007, Vol. 129 / 489

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Summary and Conclusions
An exploratory research on surface preparation and treating of

titanium alloy Ti-6AL-4V and superplastic formed titanium alloys
was conducted using high-pressure waterjets with a fuzzy nozzle
at a constant pressure of 600 MPa. Based on the preliminary re-
sults of the investigation, surface characteristics produced by
high-pressure waterjets were strongly dependent on peening pa-

rameters. It was found that waterjets with the fuzzy nozzle did
induce plastic deformation on the material surface. An increase in
compressive residual stress was expected at longer peening expo-
sure times and shorter standoff distances when material removal
occurred. Results also showed that the changes in surface rough-
ness are directly influenced by the kinetic energy that has been
transferred to the target material. Therefore, the same surface
characteristics on the target material are obtained by using an
equal amount of energy supplied by the jet. These results present
useful information in waterjet peening and surface preparation
applications. Further study is in progress to apply statistical analy-
sis to distinguish and define appropriate standoff distance, airflow
pressure, and traverse rate for water peening with the fuzzy nozzle
�WAJ�.
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Fig. 10 SEM Surface erosion images of SPF Titanium Alloy.
The traverse speeds are „a… 21.2 mm/s, „b… 31.7 mm/s, „c…
42.3 mm/s, and „d… 169.3 mm/s.

Fig. 11 Normalized Knoop hardness values for runs 1–20 of
experimental set 3
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A Study of the Effect of Polymer
Solution in Promoting Friction
Reduction in Turbulent Channel
Flow
In this work, turbulent drag reduction in a pipe is investigated by using laser Doppler
velocimetry. The effect of decreasing the friction factor of the flow is obtained by addition
of high molecular weight polymers. The mechanism of drag reduction is explained in
terms of a stress anisotropy that inhibits the transversal transport of momentum by
turbulent fluctuations. Semi-theoretical models based on a nonlinear constitutive equa-
tion, which takes into account an extra extensional rate of strain in the flow produced by
the local additive orientation, are presented. The semi-theoretical models used to predict
the friction factor of the flow in the presence of the polymer have successfully described
the experimental measurements. The results have revealed a reduction in the friction
factor of 65% for a concentration of 350 ppm in volume of polyacrylamide (PAMA) in an
aqueous solution. In addition, the flow statistics, such as the axial and radial velocity
fluctuations, the normalized autocorrelation functions as well as the power spectra for
both velocity fluctuation components, are examined for the Newtonian flow of pure water
and the flow of a 120 ppm solution of PAMA at the same friction velocity. Next, the
results are compared in order to characterize the effect of the additive on the turbulent
flow. �DOI: 10.1115/1.2436579�

Keywords: macromolecules, drag reduction, anisotropy, extensional viscosity, turbulent
flow

1 Introduction
The drag reduction phenomenon in the turbulent flows by the

presence of anisotropic particles, especially, high molecular weigh
polymers, has been the subject of research during the last years
�1–4�. The understanding of the drag reduction mechanism is im-
portant in several engineering applications; a decreasing friction
of flows in pipelines up to 50% may be obtained either by the
addition of a few parts per million �ppm� of polymers or by the
addition of fibers at low volume fraction. Reduction of turbulent
drag has been also observed with other agents, such as flexible
walls �5� and gradient of magnetic fields �6,7�. The field of action
of this study is extensive, including its use to reduce the costs of
flows in pipelines, cavitation prevention in turbo machines, reduc-
tion of noise, increase of speed of boats and ships with a polymer
layer covering the skulls, and in the stability of jets for fire com-
bat.

The physical mechanisms responsible for the phenomenon of
drag reduction are not completely understood and remain a sub-
ject of debate. The role of stress anisotropy due to polymer exten-
sion versus elasticity in the mechanism of drag reduction is still an
ongoing subject of controversy. Several theories have been pre-
sented to explain the mechanisms responsible for the drag reduc-
tion. Lumley �8� was the first to suggest that a molecular exten-
sion of polymer is responsible for drag reduction. Lumley argued
that this extension will take place outside the viscous sublayer,
causing an increase in effective viscosity there. Ryskin �9� devel-
oped a theory of drag reduction using the yo-yo model to predict
this effective viscosity increase in turbulence and related this vis-
cosity increase to a drag reduction parameter. L’vov et al. �10�

have proposed a mechanism of drag reduction by polymers in
turbulent wall-bounded flows based on a y-dependent effective
viscosity. In particular, we have noted that although both works
have been based on the notation of polymer extension, they do not
contain any anisotropic stress effect caused by specific stress ori-
entation. We suspect that this may be the reason why Ryskin’s
quantitative model does not predict a significant drag reduction.

De Gennes �11�, Joseph �12�, and Min et al. �13�, among other
authors, suggest that polymer elasticity is the main mechanism
behind drag reduction by polymer additives. In particular, the lat-
ter authors suggest a mechanism of drag reduction, arguing that
polymer relaxation time is essentially associated with the transport
of elastic energy in the boundary layer. Massah and Hanratty �14�
showed that the polymer chains are stretched in the very near-wall
region and released in the buffer and log layers. In contrast, other
authors maintain that the main mechanism is associated with the
anisotropy arising from the particular orientation of the polymer
chains once they are fully stretched by the flow �15–20�. Experi-
ments by Sasaki �21�, who measured the effectiveness for drag
reduction of various polymers in combination with several kinds
of solvents, also suggests the existence of rodlike entities in the
solution, which introduce anisotropic effects, is essential. More-
over, these experiments found that the drag-reducing ability of
polymer solutions tends to decrease when the polymer becomes
more flexible. It seems still premature to clearly identify which of
the two mechanisms is dominant for drag reduction, which was
the main motivation to develop the present work. A linear stability
analysis of a mixing layer in the presence of fiber additives has
been performed by Azaiez �22�. The application of direct numeri-
cal simulations of turbulent flows in order to demonstrate the drag
reduction phenomenon was first addressed by Handler and Levich
�23�. Direct numerical simulations �DNS� of a fully turbulent
channel flow of a dilute polymer solution by Dimitropoulos et al.
�24� have shown that the polymer induces several changes in the
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turbulent flow characteristics. Depending on the details of the phe-
nomenological model used, the numerical simulations are able to
qualitatively capture several effects observed experimentally, such
as the upward shift in the logarithmic region of the mean flow
profile, enhanced axial velocity fluctuations, decreased radial
wall-normal velocity fluctuations, and relaxing or fading memory
effects �25�. Recent numerical simulation by Benzi et al. �26� of
the finite-extensibility nonlinear elastic dumbbell with the Peterlin
approximation of the non-Newtonian approximation revealed that
the phenomenon of drag reduction by polymer additives exists
also in homogeneous turbulence, but it is not a universal phenom-
enon.

The aim of the present work is to characterize the mechanism
of drag reduction when low-volume fractions of anisotropic addi-
tives are present in a channel turbulent flow. To this end, we have
developed an extension of the classical Prandtl logarithmic law
modeling the effect on the flow of polymers of high molecular
weight at low-volume fractions in terms of an extensional viscos-
ity. The semi-theoretical models have revealed that a stress aniso-
tropy created in the flow by the presence of additives drastically
affects the transversal mechanism of momentum transport by tur-
bulent velocity fluctuations, and consequently, the friction factor
of the flow is decreased. The results suggest that if the polymer
relaxation time is greater than a typical scale of the flow, the
macromolecule behaves closely to anisotropic fibers. This analogy
may be taken far if the flexibility that polymer chains usually have
does not make significant hydrodynamic effects and if the poly-
mer chain can retain its conformation without degradation, there-
fore behaving approximately like a long rigid fiber. Under this
condition, an extensional viscosity would depend on the macro-
molecule aspect ratio and volume particle volume fraction, being
independent of any elastic parameter, such as Deborah number,
i.e., the dimensionless relaxation time of the polymer �16,17,27�.
Certainly our model does not perfectly represent a polymer solu-
tion, but on the other hand, some aspects of the model may be
applied to capture the essence of how particle anisotropy reduces
the drag of very robust flows, such as turbulent ones. The purpose
of the present paper is actually to shed more light on the role of
anisotropy connected to fully stretched macromolecules in poly-
meric drag reduction or fiber suspension drag reduction.

2 Mathematical Description
In the present work, we consider a Newtonian incompressible

fluid of viscosity � and density �, containing Nf long fibers �or
macromolecules of high molecular weight polymers� per unit of
volume, confined between two infinite parallel plates separated by
a distance h. The additives are characterized by a length � and a
diameter b. The aspect ratio is defined as � /b and, in most of the
cases, is much larger than unity. It is assumed that the time for a
typical additive to fall significantly is much larger than a charac-
teristic time scale of the flow; thus, the particles are neutrally
buoyant �28�.

2.1 Macromolecule Relaxation Time. Dilute polymer solu-
tion behavior can be idealized as being a polymer chain composed
of two beads representing drag forces, linked to an elastic spring
representing a restoring force. This configuration, called dumb-
bell, was introduced by Kuhn and Kuhn �29�. A vector r between
the centers of the spheres represents the distance between the ends
of the macromolecule. In solution, the configuration of a particu-
lar macromolecule is constantly changing as the result of colli-
sions with the solvent molecules. In quiescent fluid, this Brownian
motion will randomize the configuration distribution so that each
configuration is equally probable. In this randomly coiled state,
the mean end-to-end distance is much smaller than the overall
length of the polymer chain. As a simplified model, we can con-
sider the polymer to be a chain of N rigid segments �each corre-
sponding to an individual monomer� of length �, with each seg-
ment randomly orientated with respect to the adjoining segments.

The number of monomers N is equal to the molecular weight of
the polymer divided by the molecular weight of a single monomer
and, thus, is proportional to the molecular weight of the polymer.
Typically, N is in the range 104–105, with � of the order of
0.5 nm. The equilibrium configuration distribution is then given
by a random walk of N steps each of length �, and the mean
end-to-end distance of the polymer r is proportional to �N�.

In a flow, the distribution of polymer configurations will be
affected by the local velocity gradient. The local velocity gradient
acting in the polymer will cause the molecule to extend. This
extension is opposed by Brownian motion, which will tend to
restore the equilibrium distribution. In dynamic equilibrium, the
elastic Brownian force, Fb��r�KT / �N�2�, where K is the Boltz-
mann constant and T is the absolute temperature, is of the same
order of magnitude of the frictional force �Stokes law�, Fv
��r�2�6�� /��. Thus, a typical time scale is order of the time that
the macromolecule stretched by the flow restores its equilibrium
configuration. Therefore, the relaxation time � of an extended
polymer to the randomly coiled state is estimated as being �11�

� �
6���3

KT
� M

Mi
	3/2

�1�

where M is the molecular weight of the polymer and Mi is the
molecular weight of a monomer. It should be important to note
from the scaling in Eq. �1� that polymers of high molecular weight
have a large relaxation time and, consequently, a large aspect ratio
when stretched by the flow.

2.2 Balance Equations. The continuum equations that gov-
erning the motion of an incompressible fluid are

�i� Continuity equation:

� · u = 0 �2�
�ii� Cauchy equation:

�� �u

�t
+ u · � · u	 = � · � �3�

where u is the velocity field of the flow and � is the hydrody-
namic stress tensor.

2.3 Constitutive Model. A polymer solution is often de-
scribed by non-Newtonian models. Since the polymers are
stretched by the flow, it produces stress anisotropy in the flow,
which causes a nonlinear effect. The following expression for the
stress tensor is proposed �28�:

� = − pI + 2�̃D + � f �4�

where p is the static fluid pressure, I the identity tensor, and
�̃��̇ ,�� is the shear viscosity of the polymeric solution that, for
very low particle volume fraction, is reasonable to assume
�̃��̇ ,��
 �̃���. Actually, for very dilute suspensions the shear
viscosity can be evaluated by Einstein �30�, who proposed �̃���
=��1+A��, where A is a constant that assumes the value of 5 /2
for rigid spheres. D= ��u+ ��u�T� /2 is the rate of strain and � f
denotes the extra stress tensor due to the presence of the additive
in the flow. We shall consider a suspension of rigid fibers where
the axial deformation of the fibers is much smaller than their
thickness. The fibers are long enough so that they are not affected
by Brownian diffusion.

The present work will explore the case of long fiber suspension
or polymers of high molecular weights. That means, the additives
have a high relaxation time compared to a typical time scale of the
flow. Several constitutive models have been developed to deter-
mine the expression for anisotropic particles to the bulk stress
tensor � f. All these models, whether derived from slender-body
theory �31,32� or by invoking continuum mechanics theory �33�,
led to a general expression of the form
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� f = �eD:�ssss� + �e�D · �ss� + �ss� · D� + �e�ss� �5�

where the material constants �e, �e, and �e may depend on the
particle properties and volume fraction �. In general, for suspen-
sions that have weak or no Brownian motion, the third term on the
right-hand side can be neglected. Furthermore, for the large-
aspect-ratio particle explored in this work, �e	�e, and the aniso-
tropic particle stress reduces simply to � f =�eD : �ssss�. Here, � f

the non-Newtonian term of the stress tensor represents the mac-
roscopic average contribution of the additive to the fluid stress
with �e being an extensional viscosity associated with the exten-
sibility of the additives. By definition, � f is symmetric and posi-
tive definite and does not depend on the translation, rotation or
acceleration of the frame of reference. Considering a change of
frame of reference given by y=Q�t� ·x+b�t�, with Q�t� being a
rotation tensor and b a translation vector, the stress � f

y in the new
frame of reference �y� is given by

� f
y = Q�t� · �e�D:�ssss�� · QT�t� = �eD

y:�sysysysy� �6�

The above result states that the stress constitutive equation �6�,
which describes the behavior of the complex fluid considered, is
material frame indifferent, preserving its form for all observers.

Note that � f is an extra stress in the direction ss and propor-
tional to the rate of strain in the direction of the additive orienta-
tion �s ·D ·s�. It is clear that the additive contribution to the fluid
stress in a dilute solution will be small unless the additivelike
polymers become highly extended by a strong flow. This descrip-
tion is still coupled to a kinematics equation that describes the
evolution of the local orientation of the additives with the flow.
Additives with long aspect ratio rotate approximately as fluid line
elements so that �34�

Ds

Dt
= s · �u − �s · �u · s�s �7�

The complexity and the usually prohibitively high computa-
tional cost associated with the use of Eq. �7� to describe particle
orientation have lead to many alternative approaches. The most
reasonable one is to employ the so-called aligned particle approxi-
mation, which is based on the observation that large-aspect ratio
fibers align quickly with the flow direction. In this approach, one
solves only for the velocity field, which plays the dual role of
predicting the fluid motion and the particle orientation. As the
simplest approach for describing the additive action on a turbulent
flow, one assumes then that the particles align with the local ve-
locity vector. This approach is convenient to describe the flow of
additives as being slender fibers in the absence of Brownian mo-
tion and additive-additive interactions, as the particles tend, in-
deed, to align with the streamlines. In addition, we also neglect
that �i� the flow direction can fluctuate rapidly because of the
turbulence and �ii� changes in the flow kinematics are assumed to
be slow enough so that the anisotropic additive orientation can
keep up. Under these conditions,

s =
u

�u�
�8�

The solution given by the kinematics model described by �8� is
an approximate approach for additives of large aspect ratio,
�� /b
1�. The experiments show that, under these conditions, the
stretched particles tend locally to the direction of the flow, i.e.,
along the streamlines at all positions. This approach is also sup-
ported by observations of Stover et al. �35� and numerical simu-
lations of Keiller and Hinch �36�, who have shown that the orien-
tation of the additive parallel to the velocity is always a steady
solution of Eq. �7�.

The constitutive model described here is used to predict the
contribution of high molecular weight polymers to the flow. In
this case, the relaxation time � of the macromolecules is larger
than the characteristic time of the flow. The monomers of those

molecules remain extended, and supposing they do not degrade,
they behave, approximately, in a similar way to fibers of large
aspect ratio. In this context, the material constant �e /�, may be
assumed to be close to the extensional viscosity predicted by slen-
der body theory for a dilute rigid-rod suspension �31,37�. There-
fore,

�e

�
=

4�n�3

3 ln��/b�
�9�

where n is the additive number density �the number of additivies
by unit volume�.

It should be important to note that the analogy of polymer
chains with a suspension of long rigid fibers seems to be a rea-
sonable model for polymers of very high molecular weigh �long
relaxation times�. This analogy should be taken for very dilute
polymer solution so that the flexibility of the macromolecule may
have not been important to the hydrodynamic effect due to par-
ticle interaction and for the absence of polymer degradation so
that we can assume that an extended macromolecule can retain its
conformation and therefore behave approximately like long rigid
fibers.

The expression for the extensional viscosity given by Eq. �9�
shows that in a suspension of long fibers or stretched macromol-
ecules there exists an important contribution, proportional to n�3.
We could think of the rigid fibers in a very dilute suspension as
being equivalent to Einstein-like �30� effective shear viscosity �̃,
for a suspension of rigid spheres with diameter equal to the length
of the fibers, giving �̃�n�3. The effect n�3 is more intense than
any other proportional to the volume concentration of the addi-
tives, �=2n�b2, when b /�	1. A more accurate expression for
the extensional viscosity derived by Shaqfeh and Frederickson
�38� takes into account the effect of two-particle hydrodynamic
interaction for semi-dilute regimes ��	1	n�3�. The dimension-
less extensional viscosity based on this second-order analysis is
given by

�e

�
=

4

3
��

b
	2 �

ln�1/���1 −
ln�ln�1/���

ln�1/��
+

E���
ln�1/��	 �10�

It is important to note that �e /�= �4/3��� /b�2�� / ln�1/��� is
closely to the result of Batchelor’s theory in the limit ��0. For
aligned cylindrical particles, Shaqfeh and Frederickson �38� found
that E��� is equal to 0.1585. Since we are dealing with large-
aspect-ratio molecules that will be aligned in the direction of the
flow, we will adopt this value of E throughout this analysis. In a
flow, anisotropic particles tend to resist the stretching along their
own axis. In the present context, the extensional viscosity, �e
��n�3, represents the importance of this resistance.

2.4 Turbulent Flow of Polymer Solution. A physical model
to explain drag reduction is still premature because the behavior
of turbulence in the presence of a polymer is still largely un-
known. Next, we discuss a possible formulation of a theory for
drag reduction in a turbulent flow with dilute polymer. The stress
tensor is expressed in the following way:

� = − pI + 2�̃���D + � f �11�

where

� f = �eG�u�uu �12�

is the nonlinear term due to additive. Here, G�u� is the rate of
strain in the direction of polymer orientation defined by

G�u� =
u · D · u

�u�4
�13�

Using Reynolds decomposition in the polymer stress tensor, the
turbulent flow is then decomposed in an average component and a
fluctuation component, namely, u= ū+u�. Therefore, the Eq. �12�
can be rewritten in the following form:
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�eG�u�uu = �e�G�ū + u����ū + u���ū + u�� �14�

and, now using the Eq. �13�, one obtains the following approxi-
mation:

�eG�u�uu =
�eD�ū + u��:�ū + u���ū + u��

�ū�4�1 +
u�

ū
	4 �ū + u���ū + u��

�15�

After making slight algebraic manipulation and retaining the
leading-order terms related to the fluctuations, we obtain a first
approximation of the constitutive Eq. �12� in terms of the mean
and the perturbed flow �i.e., turbulent fluctuations�, namely,

�eG�u�uu = ��eD�ū�
�ū�4

:ūū	�ūū + ūu� + u�ū + u�u��

+ ��eD�ū�
�ū�4

:ūu�	�ūū + ūu� + u�ū + u�u��

���eD�ū�
�ū�4

:u�ū	�ūū + ūu� + u�ū + u�u��

+ ��eD�ū�
�ū�4

:u�u�	�ūū + ūu� + u�ū + u�u��

�16�

Now, consider stationary and ergodic turbulence so that the tem-
poral average is representative of the ensemble average for a time
scale T much longer than the velocity fluctuation correlation time.
Taking the time average of Eq. �16�, and ignoring fluctuation
terms of high order, we propose the following form for the aver-
age stress tensor of the flow due to the presen of additives

�eG�u�uu = ��eD�ū�
�ū�4

	:�ūūūū + ūūu�u� + ūu�ūu� + ūu�u�ū

+ u�ūūu� + u�ūu�ū + u�u�ūū� �17�

As a first approximation in order to examine the interaction be-
tween the additives and the turbulent flow, we model such a
mechanism by keeping the average component term and one of
the typical fluctuation contribution terms given in Eq. �17�. There-
fore,

�̄ f =
�eD�ū�:�ūū�

�ū�4
�ūū� +

�eD�ū�:�u�ū�
�ū�4

�u�ū� �18�

Then, a possible constitutive equation for modeling the average
stress tensor in a turbulent flow with additives is supposed to be

�̄ = − p̄I + 2����D̄ − �u�u� +
�eD�ū�

�ū�4
:�ūūūū + u�ūu�ū�

�19�

The constitutive equation �19� certainly does not perfectly repre-
sent the behavior of a polymeric solution in turbulent flow, but we
shall show that even though it is simple, it actually captures the
most essential features of a dilute polymer solution in turbulent
flows.

2.5 Turbulent Unidirectional Flow. Now we apply the con-
stitutive equation �19� for a steady two-dimensional turbulent flow
parallel to a plane surface with ū= ū�y�, v̄= w̄=0, and the eddy
stresses varying with respect to y only. The corresponding Rey-
nolds equation for the flow in the presence of the additive takes
the form

�p̄

�x
=

�

�y
����

d�̄

dy
− �u�v� + �e

1

ū2D̄xy�u�v� + v�2�� �20�

It is instructive to note that under the above condition the contri-
bution of the polymer stress reduces to

�̄xy
f =

�eD̄xy

ū2 �u�v� + v�2� �21�

When there is a drag reduction in the buffer boundary layer and
part of the logarithmic layer, the axial velocity fluctuation u� in-
creases whereas the transversal velocity fluctuation v� may dras-
tically decrease. Under this condition, it is reasonable to assume in
Eq. �21� that v�2	u�v�. Now, introducing the rate of strain for the

bidimensional flow D̄xy = �dū /dy� into �21�, one obtains

�̄xy
f =

�e

ū2

dū

dy
u�v� �22�

Applying the boundary condition for the shear stress, �xy =�w on
the wall �y=0� and performing the integration of the Eq. �21� with
respect to y, yields

����
dū

dy
+ ��e

1

ū2

dū

dy
− �	u�v� = y

�p̄

�x
+ �w �23�

Using the well-known Prandtl mixing length theory for parallel
turbulent flows,

u�v� = − 2y2�dū

dy
	2

�24�

where  is the so-called universal constant of the Prandtl theory.
Then, Eq. �23� is rewritten as

����
dū

dy
+ �� − �e

1

ū2

dū

dy
	2y2�dū

dy
	2

= y
�p̄

�x
+ �w �25�

For the turbulent boundary layer region, i.e., ��w /��1/2y /��30,
we neglect the viscous stress, i.e., the molecular transport of mo-
mentum ����dū /dy from the average flow. If we further assume
that the depth of the turbulent boundary layer is small, the term
y�p̄ /�x	�w. Under these conditions, the turbulent transport of
momentum velocity fluctuations becomes

�� − �e

1

ū2

dū

dy
	2y2�dū

dy
	2

= �w �26�

For convenience, let us define the additive rate of strain func-
tion G�y� as follows:

G�y� =
1

ū2

dū

dy
�27�

thus, Eq. �26� takes the form

�� − �eG�y��2y2�dū

dy
	2

= �w �28�

The model proposed here may be interpreted as a modified ver-
sion of the mixing-length model proposed by Prandtl �see �39��
due to the change of momentum transport produced by the pres-
ence of anisotropic additives in the boundary layer. A modified
mixing length can be defined then as being

�* = 1 −
�e

�
G�y��1/2

y �29�

The radius of the tube and the friction velocity, uf = ��w /��1/2 of
the turbulent flow are defined as being the typical length and
velocity scale, respectively. In addition, the friction velocity of the
flow is evaluated from the pressure gradient measurements ac-
cording to uf = ��d�P� / �4��Z��1/2, where d is the diameter of the
pipe, �P the pressure difference, and �Z the distance over which
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�P is measured. The governing equation �26� is now written in
terms of dimensionless variables in the following form:

�1 −
�e

�

1

Rew

dũ

dỹ

1

ũ2	2ỹ2�dũ

dỹ
	2

= 1 �30�

where Rew=ufr0 /� is the Reynolds number based on the friction
velocity and the radius of the tube, r0=d /2.

2.6 Methods of Solutions to Governing Equation. The gov-
erning equation �30� is nonlinear. In this section, we develop ana-
lytical and numerical solutions for this equation, which form the
main results of the present theory and the basis for subsequent
discussions. For convenience, we redefine the additive shear rate
function in the following manner:

F�ỹ� =
1

Rew

�e

�
G̃�ỹ� �31�

Finally, the differential equation governing the turbulent flow in
the core of the boundary layer takes the following dimensionless
form:

�1 − F�ỹ��2ỹ2�dũ

dỹ
	2

= 1 �32�

Next, we examine four different conditions that lead to different
levels of approximated solutions for the differential equation �32�.

2.7 In the Absence of Additives, F„ỹ…=0. In this case, the
additive volume fraction is null, the extensional viscosity van-
ishes, and, consequently, F�ỹ�=0. Therefore, �32� reduces simply
to

2ỹ2�dũ

dỹ
	2

= 1 �33�

with boundary conditions ỹ=1, ũ= ũmax. The solution of �33� is
the well-known Prandtl’s logarithmic law �39�, given in terms of
the wall coordinate y+=yuf /� by

ũ = ũmax +
1


ln�y+/r0

+� �34�

where ũmax is the maximum dimensionless velocity and r0
+

=r0uf /�.

2.8 Constant Additive Shear Rate Function. Considering

G̃�ỹ� as being constant, the differential equation �32� can be still
solved analytically. The present theory is proposed to describe the
polymer-induced drag reduction as a consequence of the stress
anisotropy caused by the stretching and the orientation and reori-
entation of the additive in a turbulent boundary layer.

Now, the velocity profile of the flow is obtained by applying the
boundary conditions: ỹ=1 �in the center of the tube�, ũ= ũmax.
Therefore, the following equation holds:

ũ = ũmax +
1

�1 − F�1/2 ln�ỹ� �35�

where ũmax is the maximum dimensionless velocity of the average
velocity profile and =2/5 is the universal constant for fully tur-
bulent flow in smooth pipes. From Eq. �31�, we argue that, in
general, F is a small parameter for turbulent flows. Therefore,
using a binomial expansion at O�F�, the Eq. �35� could be rewrit-
ten after some algebraic manipulation in the following form:

ũ = ũmax −
1


ln�r0

+� −
1

2
F ln�r0

+� +
1


�1 +

1

2
F	ln�y+� �36�

where r0
+=r0uf /� it is the dimensionless radius of the tube, y+

=yuf /� is the dimensionless radial distance of tube wall and � is
kinematics viscosity of the fluid. Also, it is well known from
experimental data �e.g., Pao �39�� that

ũmax −
1


ln�r0

+� = 5.5 �37�

for all turbulent flows in smooth pipes.
In the sequence, an expression for the friction factor of the flow

is determined. By definition, the average velocity U in a pipe of
circular section is calculated as follows:

U =
1

�r0
2�

0

r0

ū2��r0 − y�dy �38�

where the change of variables: r=r0−y and dr=−dy becomes
more appropriated. Substituting Eq. �36� into �38� and integrating,
one obtains

U

��w/��1/2 =
11

2
−

3

2
+

1


ln r0

+ +
3

4
F �39�

From the definition of the friction factor, f =�w / 1
2�U2, for fully

developed turbulent flow in pipes, we find

1

f1/2 =
1

2�2

U

��w/��1/2 �40�

It should be important to note that Rew may be written in terms
of the most common Reynolds number based on the average ve-
locity U, Re=�Ur0 /�. Using the Eq. �40�, we immediately find
that Rew�Re�f .

Now, substituting Eq. �39� into �40�, an expression for friction
factor in terms of the additive parameters �volume fraction and
aspect ratio� is obtained

1

f1/2 =
35�2

80
+

�2

4
ln�r0

+� +
�2

4
C

1

Rew
��

b
	2 �

ln�1/��

��1 −
ln�ln�1/���

ln�1/��
+

E���
ln�1/��	� �41�

Here, C is a calibration constant. We have verified that C=2
�10−4 in Eq. �41� is the best fit of the experimental data.

2.9 Logarithmic Approximation for the Additive Shear
Rate Function. By nothing more sophisticated than scaling analy-

sis, assuming ũ� ln�ỹ�, we immediately show that G̃�ỹ�
� ỹ−1�ln�ỹ��−2. Based on this scaling, the differential equation
�32� can be expressed in the following form:

�1 −
�e

�

1

Rew

C

ỹ�ln�ỹ��2	2ỹ2�dũ

dỹ
	2

= 1 �42�

where C is the same experimental constant given above. Defining
the new parameter C1=C�e

2 / �Re ��, Eq. �42� may be rewritten
in a more convenient form as

dũ

dỹ
=

1

ỹ�C1

�1 +
ỹ�ln ỹ�2

C1
	−1/2

�43�

For the case in which �ỹ�ln ỹ�2 /C1��1, it is valid to represent the
right-hand side of Eq. �43� in terms of a binomial series, and after
integrating the resulting differential equation, we found

ũ =
1

�C1
ỹ� 9

32C1
2 ỹ −

1

C1
	 + ln ỹ�1 +

ỹ

C1
−

9

16C1
2 ỹ2 −

ỹ

2C1
ln ỹ

+
9

16C1
2 ỹ2 ln ỹ −

3

8C1
2 ỹ2�ln ỹ�2 +

3

16C1
2 ỹ2�ln ỹ�3	� + C2 �44�

where C2 is integration constant. Now, applying the boundary
condition at the center of the pipe, i.e., ỹ=1, ũ= ũmax, we obtain
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C2 = ũmax − �− 1/C1 + 9/32C1
2

�C1
	 �45�

Using Eqs. �38� and �40�, the velocity profile given in �44� leads
to the following new expression for the friction factor:

1
�f

=
1

2�2
�− 1805 + 5888C1 − 41472C1

2 + 27648ũmaxC1
2�C1

27648C1
2�C1

	
�46�

2.10 Numerical Solution. We have also solved Eq. �32� by
using an iterative numerical integration. The updating scheme is

started when a first estimative of G̃�ỹ� is given in the interval of

integration. At the end of each iteration, the function G̃�ỹ� is com-
puted by using the solution for the intermediate velocity ũ ob-
tained in the previous step. The inputs of the numerical scheme
are the volume fraction � of the additive and the aspect ratio � /b
so that the dimensionless �e /� can be calculated. In addition, the
maximum velocity ũmax, its position ỹmax, and the low boundary
ỹmin�0 are specified. The problem is converted into an initial
value problem after the appropriate change of variable y*= ỹmax
− ỹ, so that ũ= ũmax at y*=0. Here, u= �u1 ,u2 , . . . ,uN*� denotes the
solution vector of the axial velocity for the N* discrete nodes
along the transversal direction. The numerical algorithm is pre-
sented next.

First, the additive shear rate function is made null, i.e., G̃�ỹ�
=0 at all points of the one-dimensional domain of integration. For
this case, Eq. �32� reduces to the classical Prandtl mixing theory.
The velocity profile is well known and may be calculated analyti-
cally. Let this solution be u0.

At the second step, u0 is used to advance the function G̃�ỹ� to
an intermediate step, and the numerical integration of �32� is per-
formed to give the new solution vector u1 at this step of the
updating scheme. The numerical integration was performed using
a fourth-order Runge-Kutta scheme. The length step �h for the
numerical integration was �1/2��y, with �y being the grid length
�ỹmax− ỹmin� /NI, and NI=103 is the number of intervals of the
one-dimensional domain. It gives a typical �h=10−3. The errors
in the numerical integration were �10−3.

At the end of an updating step, the relative vector of residue re

with components ri
e= �ui

n+1−ui
n� /un, where ui

n+1 denotes the value
of velocity at the current step, is evaluated. The converge criterion
of the iterative scheme is based on the maximum absolute value of
the re components, i.e., the updating process is interrupted if
max1�i�N*�ri

e���, where � is a small parameter that controls the
convergence, typically, 10−3. If the convergence conditions are not

satisfied at the current iteration, then G̃�ỹ� is corrected by consid-
ering the current solution un+1 and Eq. �32� is numerically inte-
grated for giving the new intermediate solution vector for the
explicit updating scheme. The procedure is repeated until the con-
vergence condition is satisfied.

3 Description of Experiments
Experiments for investigating polymer-induced drag reduction

were conducted as well. A schematic of the experimental setup
used is depicted in Fig. 1. Flow visualization was carried out in an
acrylic pipe of 2000 mm length and 50 mm dia �test section 1�.
The top section 2 was a horizontal pipe of 2250 mm length and
32 mm dia. In operation, this section was used to measure the
friction factor of the turbulent flow. A centrifugal pump with
2300 W potency of open rotor with diameter of 145 mm was used
to circulate the mixture of water and polymer solution in a closed
loop from a 1000� tank through the test section. The temperature
of the circulating solution was measured inside the holding tank.
Flow-rate measurements were carried out by a digital balance

with uncertainty ±50 g and a digital chronometer with uncertainty
±1/100 s. The flow rate in the system was controlled by a fre-
quency invertor with frequency varying from 0 Hz up 60 Hz. The
maximum flow rate produced by the pump was 15 m3/hr. The
pressure measurements in the test sections were carried out with a
water column �WC� multimanometer with ±2.5 mm-WC uncer-
tainly.

The polymer used in our experiments was Art Floc/SCP 1530
�Art-Aratrop Industries�, which is an aqueous polymer solution
with a volumetric concentration of 0.34 of an anionic polyacryla-
mide �PAMA� of a high molecular weight �i.e., 
106 g/mol�.
Figure 2 illustrates a sketch of the macromolecule structure. In
fact, the solution at this high concentration was the stock solution
that was diluted down to desire the concentrations used in the drag
reduction experiments. The tested polymer solutions �PAMA-
water� were achieved by preparation of a primary solution with
the volume fraction varying from 0.1% to 0.3%. Before operation,
the solution was mixed gently for �1 hr. At the end of this pro-
cedure, the solution obtained was visibly clear and did not contain
any detectable inhomogeneities. Strong agitations were always
avoided so that the polymeric chains did not degrade and the
polymer was added completely dissolved in the base water. To
proceed with the experimental runs, the primary solution was first
mixed in the tank shown in the schematic of the experimental
setup �see Fig. 3� in an amount requested to reach the desired
parts per million of concentration for the test PAMA-water solu-
tion �ranging from 0 ppm to 450 ppm�.

The experimental runs were initially carried out with pure wa-
ter, in order to calibrate the experimental setup relative to the
friction factor of this flow. The calibration of the system was
verified by comparing our data to other available experimental
results in the literature for smooth pipes. The system achieved the
steady state in �10 min. For each experimental run, the differen-
tial pressure drops and flow rates were measured as describe be-

Fig. 1 Schematic experimental setup: „1… main reservoir, „2…
digital balance, „3… secondary reservoir, „4… switch flow, „5… cen-
trifuge pump, and „6… pressure gages

Fig. 2 Schematic representation of a polyacrylamide macro-
molecule: „a… macromolecule in dynamic equilibrium, „b… mac-
romolecule stretch by the flow, and „c… structural unity of
polyacrylamide
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fore. Once the data are collected, Darcy-Weisback’s equation is
used in order to quantify the friction factor of the flow, namely,

f =
2�Pd

�U2L
�47�

where L and d are, respectively, the length and the diameter of the
test section, �P is the pressure difference among two pressure
gages, � is the specific mass of the water, and U is the average
velocity of the turbulent flow. The same experimental procedure
was used to evaluate the friction factor corresponding to different
polymer concentrations. The experiments were carried out for
eight concentrations: 20 ppm, 40 ppm, 80 ppm, 120 ppm,
200 ppm, 300 ppm, 350 ppm, and 450 ppm, and the drag reduc-
tion quantified by the following formula:

DRF�%� = �1 −
f

fa
	100 �48�

where DRF is the drag reduction factor, f is the friction factor of
the solution �PAMA and water�, and fa is the friction factor of the
pure water flow.

3.1 Velocity Profile Measurements. The mean velocity pro-
file measurements were carried out by a laser Doppler velocimetry
�LDV� system. The system uses a pair of laser beams with a
wavelength of 683 nm to measure the fluid velocity in one direc-
tion. This pair forms a so-called measure volume at the position
where the two beams intersect. The light that is scattered by a
particle traveling through the measurement volume is collected in
the backscattered direction. The optics to focus the laser beams
into the pipe and also to receive the scattered light is built into one
measuring probe with a focusing front lens with focal length of
250 mm. That probe also contained a diode laser that produces
laser beams with 50 mW of potency. The dimension of the mea-
surement volume was estimated to be 2 mm, 190 �m, and 85 �m
in the spanwise, streamwise, and normal directions, respectively.
The data acquisition by the probe is sending for a processor that is
connected to a microcomputer through a data acquisition board.

The curvature of the pipe wall leads to problems in measuring
close to the wall with LDV due to the refraction of the laser beams
by the curved pipe wall and the lens effect that causes a scattering
of the incident laser beams. This difficulty arises because of the
differences in refractive index of the test fluid �i.e., water� and the
material of the pipe �i.e., acrylic�. This problem was softened with

the construction of a rectangular box filled with water that in-
volves the cylindrical section. Hence, the laser beams from the
probe attain in a plane section, reducing the reflection and refrac-
tion phenomena in surface curves, sensibly improving the quality
of the measurements. In all experiments, the fluid was seeded with
iriodin particles. This product contains particles with diameters in
the range of 0.1–1.0 �m, which has produced a good light scat-
tering, consequently a high data rates. The mean velocity profile
measurements were performed for pure water and for a PAMA-
water solution of 120 ppm. The LDV experiments were carried
out for equal friction velocity uf. Time series of 3000 samples
were acquired every 0.5 mm on the region between y+=50 and the
center of the tube.

3.2 Rheology of Polymer Solution. Measurements of the ef-
fective shear viscosity �̃ as a function of the concentration � and
the shear rate �̇ of the PAMA-water solutions were carried out in
a typical Couette device of major radius R=19 mm and gap width
W=0.75 mm. The experiment consisted of a laminar flow be-
tween two concentric cylinders in a rotating relative motion. The
internal cylinder rotates while the external cylinder stays static.
The stability of the flow during the measurements was guaranteed
because W	R. The shear stress in the gap of polymer solution
between the cylinders was measured following the standard Cou-
ette rheometry described by Barnes et al. �40�. We consider vis-
cous polymeric solutions with effective shear viscosity �̃ as a
function of the concentration � of the polymer macromolecule
and shear rate, �̇. The stress tensor is given by �=2�̃�� , �̇�D,
where D is the rate-of-strain tensor and �̇=�2tr�D :D�.

The effective viscosity measurements were carried out with a
model programmable DV-II+viscometer. The viscometer allows
the angular velocity of the internal cylinder to vary producing the
desired indirect measures, such as the viscosity, the shear rate, and
the shear stress. The data acquisition of the rheology experiment
was made through a microcomputer, with the viscometer con-
nected to its serial port. The experimental procedure consisted of a
rheological characterization of the shear viscosity for all sample
solutions tested in the present drag reduction experiments. A
sample of 8 ml at each experimental run was analyzed. The vis-
cosity was determined for nine different values of angular velocity
of the internal cylinder. Ten measurements were carried for each
quantity. During the experiments, temperature was kept �25°C in
order to have viscosity measurements little affected by tempera-
ture variations.

Results of the polymer solution �PAMA-water� rheology are
presented next. The shear viscosity dependence of the polymer
solution on the shear rate is shown in Fig. 3. It is seen that shear
viscosity is approximately constant for shear rates, �̇, beyond
180 s−1 for all concentration investigated. The viscosity of
PAMA-water solution is observed to be about three times larger
than solvent viscosity for concentrations of 200 ppm and 300 ppm
of PAMA. This, of course, contributes to an increase of the fric-
tion factor of the flow in contrast with the drag reduction promot-
ing by enhanced of the extensional viscosity due to the macromol-
ecule stretching. In addition, Fig. 3 shows that one of the
consequences of the addition of polyacrylamide �PAMA� in water
is the well-known result of a shear rate dependence viscosity in
simple shear flow. For larger concentrations �i.e., 350 ppm and
450 ppm�, a shear thinning behavior is observed, i.e., the shear
viscosity of the PAMA solution decreases as a function of the
shear rate. We argue that this effect may be important in order to
obtain proper wall scales and capture the contribution of the poly-
mer stress at the laminar sublayer.

In �4�, we show that for a concentration up to 120 ppm of
PAMA the hydrodynamic interactions between the macromol-
ecules can be neglected, resulting in a linear behavior of the vis-
cosity with the additive volume fraction. In these regimes, the
contribution associated with the shear viscosity of the polymer
solution is treated as a Newtonian equivalent fluid of viscosity �̃,

Fig. 3 Dimensionless effective shear viscosity of the solution
as a function of shear rate for several values of particle volume
fraction �. The points represent �, �=0; �, �=2Ã10−5; �, �
=4Ã10−5; �, �=8Ã10−5; �, �=1.2Ã10−4; �, �=2Ã10−4; �, �
=3Ã10−4; �, �=3.5Ã10−4; and �, �=4.5Ã10−4
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with energy dissipation larger than the solvent. At low concentra-
tions each macromolecule behaves as a single particle, with no
hydrodynamic disturbance that influences the motion of its neigh-
borhood. This behavior can be predicted by the formula of the
effective shear viscosity proposed by Einstein �30�, i.e., �̃=��1
+A��, being A=1.4�104 for our experiments. If the PAMA vol-
ume fraction increases, a linear regime is no longer observed. For
volume fractions of PAMA varying from 120 ppm to 300 ppm,
the effective shear viscosity is described by a second order theory
given by �41�, namely, �̃=��1+A�+B�2�, being A=1.4�104

and B=−1.6�108. The values of the constants A and B were
determined from the experimental data of the present work for
denoting the additive volume fractions as considered in the plots
of the Figs. 3 and 4. As a physical interpretation, the nonlinear
behavior O��2� can be attributed to the hydrodynamic interactions
among the additives that cause a significant change in the rheol-
ogy of the polymer solution. These interactions lead to particle
reorientation, modifying the configuration of flow anisotropy. This
effect reaches in the limit ���350 ppm� when the friction factor
begins to increase in contrast with the decrease promoted by the
mechanism of drag reduction. In this regime, the shear viscosity
should no longer be treated as a simple equivalent Newtonian
fluid with effective viscosity, �̃=����, because the shear thinning
effect and the reorientation of the macromolecule induced by the
hydrodynamic interaction between them becomes important. Our
observations suggest that for a concentration of �400 ppm,
�̃ /��5 �at low shear rates� the viscous dissipation may be not a
negligible contribution. Actually, it begins to dominate the effect
of the extensionality of the macromolecules, producing an in-
crease of the friction factor. In addition, at this volume fraction it
is symptomatic that particle reorientation induced by the flow dis-
turbance due to hydrodynamic interaction between the particles
attenuates the contribution of the extensional viscosity since the
particles tend to deviate from the fully aligned anisotropic orien-
tation.

3.3 Macromolecule Degradation. One of the problems in-
volved in the use of polymers is their degradation in strong tur-
bulent flows. This rupture in the polymer chain might be due to
chemical reactions, radiation, heat, bacteria, or mechanical forces
on the thread �42�. In this work, the breakup of the polymer chains
due to the flow was evaluated by the analysis of a 350 ppm solu-
tion submitted to 10 hr of a recirculatory pipe flow. When the
steady state was achieved, ten samples of the solution were col-

lected with 1 hr interval between each other. In order to quantify
the effect of the polymeric chain degradation, shear viscosity mea-
surements of the polymeric solution were carried out for all the
samples. The behavior of the effective shear viscosity as a func-
tion of time for different shear rates is presented in Fig. 5. It is
seen that the shear viscosity is reduced up to 7% after 10 hr of
flow �a period of time 106 longer than the average relaxation time
of the macromolecules�, indicating that in this time scale a degra-
dation of the polymer chains was not significant for producing
appreciable changes on the rheology of the solution. This points
out that the stretched polymer chain in our experiments can retain
its conformation without an appreciable degradation and therefore
may be assumed to behave closely to long rigid fibers, such as
assumed in our constitutive model presented in Sec. 2.3. This part
of the experiments has also pointed out that the polyacrylamide is
very resistant to degradation in turbulent flows.

4 Results and Discussions
In Sec. 3, we developed a modified Prandtl equation for turbu-

lent channel flow that predict drag reduction of a turbulent bound-
ary layer in the presence of anisotropic additives. In what follows,
we will present a comparison between the predictions and the
experimental results of drag reduction supplied and a statistical
analysis of the flow in the presence of the additives.

Figure 6 shows some experimental results of f−1/2 as a function
of Re f1/2�Rew �in a logarithmic scale� for several volume frac-
tions of polyacrylamide �PAMA�. The error bars are also shown
according to the uncertainties analysis described in �44�. It is seen
from this figure that the variations of f−1/2 with log�Re f1/2� are
straight lines �within the error bars� for all examined volume frac-
tion. The experimental data obtained from a preliminary test with
pure water are fitted with good accuracy by the classical logarith-
mic law of Prandtl-Kárman for smooth pipes. This is an indicative
that the experimental setup was calibrated properly. The plots also
show a slope increment of the friction factor curves with the con-
centration below 350 ppm. A drag reduction of 22% can be ob-
served even for the low concentration of 80 ppm. The maximum
value of drag reduction seen in our experiments was 65% for a
concentration of 350 ppm. For smaller values of Reynolds num-
bers, weaker drag reductions are observed because the macromol-
ecule stretching was not sufficient to produce appreciable values
of the extensional viscosity and flow anisotropy. In other words,
we can say that, in the regime of weaker flows examined, the
relaxation time of the macromolecules was comparable to the

Fig. 4 Dimensionless effective shear viscosity as a function of
the additive volume fraction. The solid line „1… fits the experi-
mental data with the Einstein theory †30‡, where �̃=�„1+1.4
Ã104�…; The dashed line „2… refers to Batchelor and Green’s
theory †41‡, �̃=�„1+1.4Ã104�−1.6Ã107�2

….

Fig. 5 Dimensionless effective shear viscosity as a function of
the experimentation time: �, �̇=132 s−1; �, �̇=139 s−1; �, �̇
=158 s−1; �, �̇=178 s−1; �: �̇=198 s−1; �: �̇=211 s−1; �: �̇
=264 s−1
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typical time scale of the flow and the extensional contribution of
the macromolecules is a small contribution for very dilute poly-
mer solution. The results have also indicated an increase in the
friction factor of the flow for concentration of PAMA beyond
350 ppm as a consequence of the rheological changes of the poly-
mer solution. Since the solution is no longer too dilute, the hydro-
dynamic interactions between the additives become important. We
speculate that there is a critical volume fraction depending on the
nature of each polymer for which the friction factor reverses its
behavior. This occurs as a consequence of the viscous dissipation
and the reorientation of the particles produced by particle interac-
tions, both mechanics increasing with the volume fraction of the
additives.

As mentioned before, when the hydrodynamic interaction be-
tween the particles becomes important, the mechanism of drag
reductions cannot be solely attributed to the anisotropy introduced
by the long particles. Actually, the tendency of the particles devi-
ate from the fully aligned anisotropic orientation could be inter-
preted as a factor of attenuation of drag reduction, and it acts as a
kind of dissipative effect. In the present work, the concentration at
which the chains touch one another is typically 400 ppm. Under
this condition, the drag reduction is substantially attenuated. As a
complementary result of the plots depicted in Fig. 6, we show in
Fig. 7 a comparison of the experimental plot of f−1/2 as a function
of Re f1/2�=2�2 Rew�, corresponding to the maximum observed
drag reduction curve for 350 ppm, with the lower and upper
bounding drag reduction curves given by the Prandtl-von Kárman
curve for Newtonian fluids in a smooth pipe and Virk’s �43� maxi-
mum drag reduction asymptote f−1/2=19 log�Re f1/2�−32.4, re-
spectively. As expected, our experimental results of the friction
factor for 350 ppm of PAMA have values between these two well-
known limits.

In addition, Table 1 presents the values of the experimental
friction factor and the related drag reduction drf�%� for additive
concentrations of 0 ppm, 20 ppm, 40 ppm, 80 ppm, 120 ppm,
200 ppm, 300 ppm, and 350 ppm. The Reynolds number based on
the average velocity U was Re=105. The results show conclu-
sively that the maximum reduction in the friction factor was 65%
for the concentration 350 ppm. We see that even the small amount
of 40 ppm of PAMA produces a significant drag reduction of
15%. This indicates that just few parts per million of additives are
able to promote drag reduction when the macromolecule is suffi-
ciently stretched by the flow.

In Fig. 8, we present a comparison between the experimental
data and the semi-theoretical fits for the friction factor as a func-
tion of the macromolecules concentration. It is seen that for the
calibration constant C=2�10−4 and an aspect ratio equal to 107,
the calculations performed by using the two semi-theoretical fits
given, respectively, by �41� and �46� and the numerical scheme are
in excellent agreement with the experiments of drag reduction
�within the error bars of the experimental data� for all values of
polymer volume fraction investigated.

Table 2 presents more details of the comparison between f−1/2

given by the experiments and the semitheoretical predictions
adopted here. The calculations based on an additive shear rate

function G̃ constant gives a relative error of 2%, showing that
even when using this lower-order approximation accurate results
might be obtained from the semi-empirical fit given in �41�. How-
ever, the calculations of the friction factor using the logarithm

dependence of G̃, Eq. �46�, gives an error of �1%, whereas the
iterative scheme gives a still smaller error of 0.4%, since in this

procedure the function G̃ is always updated for its correct values.
Very good agreement is observed, especially for the calculations
predicted by the numerical scheme. It is interesting to note, how-
ever, that for the dilute range of concentrations studied our semi-
empirical formulas does fit with good accuracy the amounts of
drag reduction observed from the experiments.

Figure 9 depicts the nondimensional mean velocity profile as a
function of wall distance for a Rew=3300. The error bars are not
omitted in these plots. The LDV measurements for pure water

Fig. 6 Friction factor for dilute aqueous solutions of PAMA in
the turbulent regime. Note that Ref1/2ÈRew. The solid line rep-
resents the Kárman-Prandtl logarithmic law for smooth pipes,
and the symbols represent: �, �=0; �, �=8Ã10−5; �, �=2
Ã10−4; �, �=3.5Ã10−4; �, �=4.5Ã10−4.

Fig. 7 The curve of maximum drag reduction for 350 ppm. The
solid line represents the Kárman-Prandtl logarithmic law for
smooth pipes; the symbols � denotes the friction factor mea-
surements for pure water, �=0 ppm; the symbols � denote the
maximum friction factor measured by the present work and the
upper dotted line corresponds to the asymptotic Virks †43‡
maximum drag reduction given by f1/2=19 log10„Ref1/2

…−32.4

Table 1 Experimental results of the friction factor and the cor-
responding drag reduction for different concentration of PAMA
and a Reynolds number, Re=105.

Concentration
�ppm� Friction factor �10−2

DRF
�%�

0 1.83 —
20 1.69 7.5
40 1.56 14.5
80 1.42 22.5

120 1.16 37.0
200 0.96 47.5
300 0.66 64.0
350 0.65 65.0
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�i.e., �=0� are fitted by Pradtl’s universal logarithmic law,
whereas the experimental mean velocity profile for the PAMA
solution with volumetric concentration of 120 ppm are fitted by

the semi-theoretical approaches developed in this work. Within
the error bars of experimental data, and using the same constant of
calibration again �i.e., C=2�10−4�, both expressions for the fric-
tion factor given by Eqs. �41� and �46� and the calculation of the
friction factor performed by the numerical scheme are in good
agreement with experiments.

Figures 10 and 11 show the plots of nondimensional velocity
fluctuations obtained from the LDV measurements for pure water
and for a polymer solution of 120 ppm, respectively, for a Rew
=2700 based on the friction velocity of the flow. The error bars
are shown for each point, and the time average is represented by
the full line. In both cases, the signals were acquired at the same
turbulent boundary layer position; y+
50. From these plots, we
have the relative axial and radial fluctuations equal to
�u�2�p

1/2 / �u�2�w
1/2�1.4, and �v�2�p

1/2 / �v�2�w
1/2�0.5, respectively,

where subscripts w and p indicate the flow with pure water and
polymer solution, respectively. It is seen that when the polymer
macromolecules are added to the flow, a small increment of the
velocity fluctuation in the axial direction is observed, whereas the
velocity fluctuation in the radial direction is attenuated of a factor
2. This is equivalent to saying that there exists an inhibition of the
transport of momentum by the cross-stream velocity fluctuations
relative to their Newtonian values due to the stress anisotropy in
the flow induced by the stretching of the macromolecules, while
along the stream, the fluctuations are actually enhanced. For a
polymer of high molecular weight such as the polyacrylamide
tested here, the relaxation time is long enough because inhibition
of stretching reduces the gathering together slow-speed wall fluid
into a jet away from the wall, which is transported by turbulence
and, thus, is drag. The action of the polymers is then primarily to
modify turbulent behavior near the walls. There, wall eddies are
formed that transport momentum in the fluid interior, which exerts
drag on the flow �45�. The macromolecule’s high resistance to
extension makes these eddies wider and less frequent and, conse-
quently, less efficient in transporting moment away from the
walls.

It is seen in Fig. 12 that the introduction of a few parts per
million of a PAMA solution in the flow not only reduces the
intensity of fluctuations but also reduces the intensity of the wall
eddies and increases their average size. The thickness of the buffer
layer is defined as the value of y* at which the extrapolated vis-
cous and the inertial sublayer profiles intersect. For pure water, the
thickness of the buffer layer is found to be y1

*�11, whereas a
PAMA solution of 120 ppm gives y2

*�24 �i.e., two times larger
than y1

*�. It suggests that, in the presence of the macromolecule,
the average size of the turbulent eddies near the wall increases as
a consequence of the interaction of them with the polymer in the
buffer and log layers. This results in an increase of the buffer layer
thickness. We believe that the polymers become stretched by the
turbulence when there is drag reduction; to find out where the
near-wall stretched polymer interacts with the turbulent eddies
should be an important future research subject. To truly measure
polymer extension, one needs to use light scattering, which takes
too long in the rapidly changing flow. Birefringence only mea-
sures chain alignment, which may be sufficient. But both optical
techniques require large quantities of very clean polymer solution,
which is expensive for a sample with a narrow molecular-weight
distribution. Moreover, the good drag reduction polymers have a
low optical contrast because, of course, they are like water, chemi-
cally.

Figures 13 and 14 give the experimental plots of the normalized
autocorrelation function for the axial �R����= �u��t�u��t
+��� / �u��t�2�� and radial �R����= �v��t�v��t+��� / �v��t�2�� veloc-
ity fluctuations components, respectively, at y+=50 for pure water.
Figures 15 and 16 present the corresponding plots for the solution
of 120 ppm of PAMA. The error bars are also shown in these
plots. The inserts in log-log scale show the details of the exponen-
tial decay of these functions for both directions. The longitudinal

Fig. 8 The inverse of the square root of the friction factor as a
function of the polymer volume fraction. Comparison between
experimental data and the semi-theoretical models proposed in
the present work for Re=105 and � /b=107: �, experimental
data; solid line: constant shear rate additive function; �: loga-
rithm additive function; �, iterative model of the additive func-
tion „numerical integration…. The best-fit constant of the semi-
empirical models was C=2Ã10−4.

Table 2 Comparison between the adopted models in this work
with the experimental data of 1/�f.

�
�ppm� Experimental

Constant
G model

Logarithmic
G model

Numerical
scheme

20 7.74 7.97 7.77 7.79
40 8.10 8.25 8.03 8.05
80 8.72 8.89 8.65 8.69

120 9.34 9.53 9.27 9.32
200 10.53 10.73 10.46 10.52
300 12.28 12.52 12.12 12.20
350 12.88 13.14 12.77 12.94

Fig. 9 The mean flow velocity profile as a function of wall dis-
tance: �, experimental data for pure water „�=0…; solid line
denotes the Prandtl’s universal logarithmic law; �, constant
shear rate additive function; �, logarithmic shear rate additive
function; �, iterative shear rate additive function „numerical
solution…; �, experimental data for �=120 ppm
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correlation times for pure water and for the solution of 120 ppm
of PAMA are 4�10−3d /uf and 6�10−3d /uf, respectively. The
result changes completely for the radial direction when the corre-
sponding correlations times are 5�10−3d /uf for pure water and
1.2�10−2d /uf for the polymer solution. In accordance with the
experimental data, Figs. 17 and 18 show that while adding
120 ppm of PAMA to the flow produces an increase of 35% of the
axial correlation time; this increase is even more pronounced
�140%� for the radial direction. This result indicates changes in
the structure of the turbulence scales with a frequency of the same
order as the relaxation rate of the macromolecules. We suspect
that the increase of the turbulent memory in the presence of addi-
tives is a direct consequence of the macromolecule-turbulent scale
interactions. These interactions certainly involve transference of
elastic energy from the macromolecules to the intermediate scales
of the turbulence in the buffer and log layers. It is important to
note that the presence of 120 ppm of PAMA in the flow introduces
an increase of 80% of the correlation time anisotropy, while the
anisotropy for the flow of pure water was 1.2, this anisotropy
changes to 2.3 in the flow with 120 ppm of polymer. In addition,
Fig. 17 depicts a comparison between the transversal diffusivity as
a function of time made nondimensionalized by the friction veloc-
ity uf and the pipe diameter d. This quantity is associated with the
transport of momentum by the transversal turbulent velocity fluc-
tuations for the flow of pure water and the flow with 120 ppm of
PAMA. The diffusivity is evaluated by �����= �v�2��0

TR�d�. A
decrease of �140% of the diffusion coefficient is seen in the
presence of the polymer. Accounting for the effect of the additive

in the flow, this leads to less diffusive velocity fluctuations giving
a drag reduction of �40% in the flow of 120 ppm of PAMA.

Finally, the dimensionless power spectra of the axial and radial
velocity fluctuations have been computed at y+=50 for the LDV
measurements. The spectra are plotted as the logarithm of the
dimensionless power as a function of the logarithm of the dimen-
sionless frequency. The spectra were calculated by using a typical
algorithm of rapid Fourier transform of the velocity fluctuation
autocorrelation function �46�. For each frequency examined, the
average values of the power were evaluated over 100 temporal
series.

Power spectra of the axial velocity fluctuations at y+=50 are
given in Fig. 18 for the Newtonian case �pure water� and for
120 ppm of PAMA-water solution. A shift of the energy is seen in
the presence of macromolecules in comparison to the pure water
case. This means that the total energy associated with the axial
fluctuations is increased when macromolecules are added to the
flow. For both cases, the spectra decay toward intermediate di-
mensionless frequencies following the well-known Kolmogorov’s
power-law prediction, �−5/3 �see �47��. In contract, Fig. 19 shows
that the behavior of the spectra is completely reversed when ex-
amining the radial components of the fluctuations. In the presence
of the polymer, the full energy associated with the radial velocity
fluctuations presents a negative shift in comparison to the New-
tonian case. This means an attenuation of the radial fluctuations
decreasing the efficiency of transporting momentum by the radial
velocity fluctuations and, consequently, reducing drag. The mea-
sured radial power spectrum in Fig. 19 also has indicated that the

Fig. 10 Nondimensional velocity fluctuations for pure water: „a… axial fluctuations and „b… radial
fluctuations

Fig. 11 The nondimensional velocity fluctuations for a volume fraction �=1.2Ã10−4 of the polymer solu-
tion: „a… axial fluctuations and „b… radial fluctuations
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smaller scale of the turbulence �i.e., high-frequency scales or dis-
sipative scales� does not seem to be affected by the macromol-
ecules. This conclusion is consistent with computer simulations of
homogeneous viscoelastic flows by Benzi et al. �26�. These au-
thors have shown that the mechanism of drag reduction operates
mainly on a larger scale. The change in the power-law decay from
�−5/3� to �−6/5�, observed in the plot of Fig. 19, may be an
indication that the polymer action in the inertial sublayer �buffer
layer� becomes less dissipative, and a redistribution of turbulence
energy between the fluctuation scales is evident in this region of
the flow. In addition, the spectrum in Fig. 19 presumes that the
same amount of energy in the buffer layer in the presence of
polymer is associated with a smaller frequency in comparison to
the Newtonian case. We argue that the macromolecules do not
interact with those scales of turbulence corresponding to low fre-
quency �large scale, only productive� or high frequency �small
scale, only dissipative�. The mechanism, responsible for produc-
ing drag reduction, seems to be a consequence of the interaction
between the intermediate scales of turbulence and the macromol-

ecule, having these intermediate scales characteristic frequencies
of the same order of the macromolecule relaxation rate.

5 Conclusion
In this work, a theoretical analysis and experiments have suc-

cessfully been performed to explore the effect of the macromol-
ecules stretching of high molecular weight polymers on the drag
reduction phenomenon in turbulent flows. We have used a consti-
tutive model based on a theory of suspensions of elongated par-
ticles. Although, in particular, our approximation of the particles
locally aligned with the flow is strictly not correct in a turbulent
flow, it seems to be reasonable as a first approximation, and thus,
in our opinion the model captures the essence of extensional vis-
cous effects presumably introduced by elongated polymers.

The present studies show that, for small concentrations of an-
isotropic additives, the efficiency of the transport of momentum
by turbulent fluctuations can be drastically reduced, providing a
friction-factor reduction of up to 65%. The semi-theoretical mod-
els for the friction factor developed in the present work have very
satisfactorily described the experimental data. Polyacrylamide
macromolecules submitted to turbulent flow remain stretched for a

Fig. 12 The mean flow velocity profile as a function of wall
distance. �, pure water „�=0…; dashed line denotes Prandtl
universal logarithmic law; �, experimental data for „�
=120 ppm…; and the solid line denotes the numerical solution
for our semi-empirical model. The solid curve of intersection
represents the velocity profile of the viscous boundary layer.

Fig. 13 Normalized velocity fluctuation autocorrelation func-
tion in the axial direction. The plots correspond to the flow of
pure water at position y+=50. In the inset, the autocorrelation
function has been plotted in a log-log scale in order to show
the exponential decay of this function with a correlation time
about 1/250.

Fig. 14 Normalized velocity fluctuation autocorrelation func-
tion in the radial direction. The plots correspond to the flow of
pure water at position y+=50. In the inset, the autocorrelation
function has been plotted in a log-log scale in order to show
the exponential decay of this function with a correlation time
about 1/200.

Fig. 15 Normalized velocity fluctuation autocorrelation func-
tion in the axial direction. The plots correspond to the flow of a
120 ppm solution of PAMA at position y+=50. In the inset, the
autocorrelation function has been plotted in a log-log scale in
order to show the exponential decay of this function with a
correlation time about 1/185.
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time longer than the characteristic time of the flow. Significant
evidence has been provided by this work on the role of an en-
hanced extensional viscosity of a polymer solution in promoting
drag reduction. In the absence of macromolecule degradation of a
high molecular weight polymer, the mechanism produced by mac-
romolecule stretching is similar to the effect produced by long
fibers oriented in the direction of the flow. This anisotropy of the
fluid with a high extensional viscosity produces anisotropy in the
flow, and the anisotropic wall eddies transported momentum less
efficiently. In the presence of 120 ppm of PAMA, the velocity
profiles measured with the LDV have shown a decrease of the
radial velocity fluctuations over almost the entire pipe cross sec-
tion.

On the basis of our results, we propose that the mechanism
responsible to produce drag reduction results from the interaction
between the intermediate scales of turbulence and the macromol-
ecule, having these intermediate scales characteristic frequencies
of the same order of the macromolecule relaxation rate. We at-
tribute the effect of a few parts per million of polymer in strong
flows, such as the turbulent flow examined here, to an anisotropic
viscous mechanism characterized with an extensional viscosity as

suggested by �17�. The results have suggested that for a regime of
fully extended macromolecules in rapid flows, the elastic effect
may be dominated by the anisotropic viscous effects. The drag
reduction is then a direct consequence of the anisotropy produced
in the flow by the polymer, depending on the relaxation time of
the macromolecules in relation to the time scale of the turbulence
in the buffer and log regions of the boundary layer. The measured
radial power spectrum has indicated that the macromolecules do
not change the turbulence structure at dissipative high frequencies
of the flow.
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Nomenclature
C ,C1 � calibration constants

C2 � integration constant
D � rate of strain tensor

Fig. 16 Normalized velocity fluctuation autocorrelation func-
tion in the radial direction. The plots correspond to the flow of
a 120 ppm solution of PAMA at position y+=50. In the inset, the
autocorrelation function has been plotted in a log-log scale in
order to show the exponential decay of this function with a
correlation time about 1/85.

Fig. 17 Dimensionless diffusion coefficient associated with
the radial component of the velocity fluctuations at the position
y+=50. The solid line denotes the 120 ppm solution of PAMA
and dashed line, pure water.

Fig. 18 Dimensionless power spectra at y+=50 as a function
of the frequency for the axial component of the velocity fluc-
tuations for pure water „�… and the solution of 120 ppm of
PAMA „�…, measured with LDV

Fig. 19 Dimensionless power spectra at y+=50 as a function
of the frequency for the axial component of the velocity fluc-
tuations for pure water „�… and the solution of 120 ppm of
PAMA „�…, measured with LDV

Journal of Fluids Engineering APRIL 2007, Vol. 129 / 503

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



E��� � spectral density
Fb � Brownian force
Fv � viscous force
G � additive shear rate function

G̃ � additive dimensionless shear rate function
K � Boltzmann constant
I � identity tensor
L � length of the test section

M � molecular weight
Mi � molecular weight of a monomer
N � number of the rigid segments

Nf � number of fibers
N* � number of discrete nodes
NI � number of intervals
Q � rotation tensor

R��� � normalized autocorrelation function
Re � Reynolds number based on the average

velocity
Rew � Reynolds number based on the friction velocity

T � absolute temperature
U � mean velocity of the turbulent velocity profile
b � translation vector
b � diameter of the additive
d � tube diameter

DRF � drag reduction factor
f � friction factor

fa � friction factor of the water
h � distance between infinite parallel plates
� � length of the additive
n � number density of additives
p � pressure
p̄ � average pressure
r � distance between macromolecules ends

re � relative vector of residue
r0 � radius of the tube
r0

+ � dimensionless radius
s � unit vector in the direction of additive

orientation
t � time

u � Eulerian fluid velocity
u� � velocity fluctuation vector
ū � average velocity vector

ū , v̄ , w̄ � x ,y ,z components of the average velocity
u� ,v� � axial and transversal components of the veloc-

ity fluctuations
ũ � dimensionless velocity

ũmax � dimensionless maximum velocity
uf � friction velocity
x � axial coordinate
y � transversal coordinate
ỹ � dimensionless transversal coordinate

y+ � dimensionless wall coordinate
y* � thickness of the buffer layer

Greek Symbols
�P � pressure drop

� � length of the rigid segments
�h � length step
�y � grid length
� � convergence parameter
� � volume fraction of the additives
� � shear rate
 � Prandtl’s universal constant
� � frequency
� � fluid viscosity
�̃ � apparent viscosity

�e � extensional viscosity

� � nabla operator
� � fluid kinematic viscosity
� � diffusivity
� � fluid density
� � hydrodynamic stress tensor

� f � particle stress tensor
� � shear stress tensor
� � relaxation time

�w � wall shear stress

Subscripts
� � axial direction

� � transversal direction
max � maximum

p � polymer
w � water

Superscripts
n+1 � denotes the velocity of the current time

T � transpose of a tensor
y � change of a reference frame
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Mixed Convection From a Heated
Square Cylinder to Newtonian
and Power-Law Fluids
Steady laminar mixed convection flow and heat transfer to Newtonian and power-law
fluids from a heated square cylinder has been analyzed numerically. The full momentum
and energy equations along with the Boussinesq approximation to simulate the buoyancy
effects have been solved. A semi-explicit finite volume method with nonuniform grid has
been used for the range of conditions as: Reynolds number 1–30, power-law index:
0.8–1.5, Prandtl number 0.7–100 �Pe�3000� for Richardson number 0–0.5 in an un-
bounded configuration. The drag coefficient and the Nusselt number have been reported
for a range of values of the Reynolds number, Prandtl number, and Richardson number
for Newtonian, shear-thickening �n�1� and shear-thinning �n�1� fluids. In addition,
detailed streamline and isotherm contours are also presented to show the complex flow
field, especially in the rear of the cylinder. The effects of Prandtl number and of power-
law index on the Nusselt number are found to be more pronounced than that of buoyancy
parameter �Ri�0.5� for a fixed Reynolds number in the steady cross-flow regime �Re
�30�. �DOI: 10.1115/1.2436586�

1 Introduction
Flow past a heated cylinder of a square cross section with its

longitudinal axis aligned normal to the direction of the approach-
ing flow has attracted a great deal of attention over the years. Such
studies have been motivated both due to its fundamental signifi-
cance as well as its relevance in many engineering applications
such as in cooling of electronic components, compact heat ex-
changers, combustion chambers in chemical process, and flow di-
viders in polymer processing. Most of the heat transfer work re-
ported in the literature pertains to the unsteady laminar flow
region and forced convective heat transfer with a built-in square
cylinder, where the main thrust is to find the effect of von Karman
vortex street on the forced convective heat transfer and to find
time averaged Nusselt number as a function of the pertinent vari-
ables. Furthermore, many fluids of industrial interest are ad-
equately characterized rheologically by the purely viscous power-
law behavior, and owing to their highly viscous nature, the
processing conditions are often within the steady flow regime. In
spite of their wide occurrence, only limited numerical results are
available on the forced convective heat transfer from a square
cylinder in the steady flow regime to Newtonian and power-law
fluids �1–5�. None of these studies included the influence of buoy-
ancy and suggest a slight enhancement in heat transfer in shear-
thinning fluids and a very small reduction in heat transfer in shear-
thickening fluids over moderate range of conditions of the
Reynolds and Prandtl numbers. It is well known that the buoyancy
effects superimposed on forced flow conditions can strongly in-
fluence the flow patterns thereby influencing convective heat
transfer. The effects are known to be particularly significant both
at low velocity and/or when the temperature difference between
the body and the ambient fluid is large. Strictly speaking, natural
convection effects are always, how so ever small, present in all
heat transfer applications. The commonly used parameter to char-
acterize the extent of mixed convection is the Richardson number,
defined as Ri=Gr/Re2. Obviously, the larger the value of the Ri-

chardson number ��0�, the more significant the free convection,
with values beyond unity being generally accepted to be indica-
tive of the mixed convection regime.

Extensive literature focusing on various aspects of mixed con-
vection is available for a circular cylinder, including aiding flow
or opposing flow conditions depending upon the direction of the
flow relative to the cylinder �6–18�, as will be seen in the next
section. In contrast, limited work has been reported for the mixed
convection even from a circular cylinder for the cross-flow con-
figuration, when the mean flow is oriented normal to the direction
of gravity �cross-stream buoyancy�. Such cross-buoyancy flow is
highly complex because the velocity induced by the �thermal�
buoyancy is normal to the flow direction and thus distorts the flow
field near the body, thereby altering the values of the drag coeffi-
cient and the heat transfer, irrespective of the value of the Rey-
nolds number. One may encounter such flows in a plate-fin heat
exchanger with horizontally mounted tubes or heating elements.
This study endeavors to investigate mixed convection from a hori-
zontal two-dimensional square rod oriented normal to the direc-
tion of flow with superimposed buoyancy currents transverse to
the imposed flow.

2 Previous Work
Badr �6� has investigated the problem of cross buoyancy �0

�Ri�5� from an isothermally heated circular cylinder to air in
the steady flow regime �1�Re�40�. Subsequently, Badr �7� ex-
tended this work for the aiding and opposing flow regimes. Not-
withstanding significant changes in the detailed flow and tempera-
ture fields, Badr reported an increase of up to 41% in the average
Nusselt number with Grashof number. Noto et al. �8� experimen-
tally found the presence of steady twin vortices instead of a vortex
street beyond a critical value of the Richardson number. Chang
and Sa �9� have numerically studied the effects of aiding and
opposing buoyancy �−1�Ri�1� for an upward flow of air past a
hot/cold circular cylinder for a fixed value of the Reynolds num-
ber of 100. They found a critical Richardson number of 0.15 at
which the purely unsteady periodic flow degenerated into a steady
twin vortex pattern and these findings are consistent with the ex-
perimental results �8� and the other numerical studies �10�. Pat-
naik et al. �11� have also studied this problem for Re
=20,40,100,200 for −1�Ri�1 and obtained the value of Rich-
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ardson number of 0.12 at which the vortex shedding ceased. Fur-
thermore, the phenomenon of vortex shedding could be triggered
at low Reynolds number �Re�40� depending upon the value of
Richardson number. Ahmad and Qureshi �12� have extensively
examined the mixed convection from a horizontal circular cylin-
der for air for 1�Re�60 and 0�Ri�25. They found both the
Nusselt number and the drag coefficient to increase with the Ri-
chardson number. Maas et al. �13� have experimentally shown that
three-dimensional �3D� transition in the wake flow behind the
horizontal heated circular cylinder occurs at a lower Reynolds
number than for the unheated case; for instance, they reported the
wake to become 3D for Ri�0.3 at Re=117. Ren et al. �14� have
performed both numerical and experimental investigations over
the range of conditions as 80�Re�130 and 0�Ri�1.5 for wa-
ter and documented the 3D transition to occur at Re=85 for Ri
=1.0. In view of all these findings, it is probably fair to assume
that the flow remains 2D for the range of conditions �Re�30,
Ri�0.5� embraced by the present study. Apart from the aforemen-
tioned numerical studies, Abu-Hijleh �15� has proposed Nusselt
number correlations for forced and mixed convection from a cir-
cular cylinder for air flow at different angles from the horizontal
for 1�Re�200 and 0�Ri�35. Subsequently, Wang et al. �16�
have obtained a universal relationship between the effective Rey-
nolds and Strouhal numbers applicable for a wide range of cylin-
der temperatures. Most of the literature relating to the flow past
and heat transfer from circular cylinders has been reviewed by
Zdravkovich �17,18�.

In contrast, as far as is known to us, there have been only two
numerical studies on the mixed convection heat transfer from a
square cylinder in an unbounded configuration. Sharma and Es-
waran �19� studied the effect of aiding and opposing buoyancy
�−1�Ri�1� on the flow and heat transfer from an isothermal
square cylinder to air for a fixed Reynolds number of 100. The
average Nusselt number for the cylinder increases monotonically
with the Richardson number, albeit only slightly. They also found
that the degeneration of Karman vortex street to occur at a Rich-
ardson number of 0.15 for a square cylinder, as seen above for a
circular cylinder. Recently, Bhattacharyya and Mahapatra �20�
have studied the effect of buoyancy on vortex shedding and heat
transfer from a horizontal square cylinder to air for Reynolds
number �1400 for 0�Ri�1. As expected, the heat transfer from
the cylinder increases with an increase in the Reynolds number
and/or Grashof number. Although the present work is concerned
with the unconfined flow, for the sake of completeness, it is ap-
propriate to add that not only much less is known about the flow
for a confined square cylinder, but there is very little agreement
among the various results �21–23�.

In summary, hence very limited information is available on
mixed convection from a square cylinder and most of it relates to
the flow of air. No prior results are available for viscous Newton-
ian and power-law fluids which are generally processed at low
flow rates �Reynolds numbers� except for a preliminary study by
Anjaiah et al. �24� which employed a relatively coarse uniform
grid. More accurate and detailed computations have highlighted
the deficiencies of these preliminary results. It is thus necessary to
understand the buoyancy effects thoroughly within the steady flow
regime. This work sets out not only to fill this gap in the literature,
but also to investigate the influence of Prandtl number on heat
transfer to Newtonian fluids from an unconfined square cylinder
in the mixed convection regime.

3 Problem Statement and Mathematical Formulation
The geometry and the relevant dimensions considered in the

present study are shown schematically in Fig. 1. A fixed two-
dimensional square cylinder with side b �which is also the nondi-
mensionalizing length scale� maintained at a constant temperature
Tw is exposed to a constant free-stream velocity U� and tempera-
ture T�. In order to make the problem computationally tractable,
artificial confining boundaries are imposed in the form of plane

parallel walls. The free-slip boundary conditions are implemented
so that there is no extra energy dissipation due to these artificial
walls. Furthermore, the boundaries are sufficiently far away from
the body so that their presence has negligible effect on the flow
characteristics near the obstacle. Owing to the 2D nature of the
flow, there is no flow in the z direction and �� � /�z=0 �z being
along the length of the square rod�. The relevant governing equa-
tions are the continuity, Cauchy’s, and the thermal energy equa-
tions �used in their dimensionless forms� and are written as
follows:
continuity
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In Eqs. �1�–�4�, implicit are the assumptions, negligible dissipa-
tion, and the constant thermo-physical properties �heat capacity,
thermal conductivity, power-law constants� except for the body
force term in the momentum equation �Boussinesq approxima-
tion�. Evidently, these form a set of coupled equations.

For a power-law fluid, the viscosity is given by

� = �I2/2��n−1�/2

and
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The physically admissible �dimensionless� boundary conditions
for velocity and temperature may be written as follows:

• At the inlet boundary, Vx=1, Vy =0, and T=0;
• On the upper and lower boundaries, �Vx /�y=0, Vy =0, and

�T /�y=0;
• On the surface of the square cylinder, Vx=0, Vy =0 �no-slip�,

and T=1; and
• At the exit boundary, �� /�x=0, where �=Vx ,Vy ,T.

Fig. 1 Schematics of the flow across a square cylinder
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Equations �1�–�4� together with the above-noted boundary condi-
tions are solved to map the flow domain 0�x�26 or 28 and 0
�y�20 or 30 in terms of the primitive variables, i.e., Vx�x ,y�,
Vy�x ,y�, p�x ,y�, and T�x ,y�. These, in turn, can be post-processed
to obtain the values of the gross parameters like drag, Nusselt
number, and of the derived variables like stream function, iso-
therms, and so on as described elsewhere �1–4�.

4 Numerical Methodology
In the present work, the finite volume method �25� for complex

3D geometries on a nonstaggered grid has been used here in its
simplified form for 2D flows as detailed elsewhere �1–4�. In brief,
the semi-explicit finite volume method has been used on a non-
uniform grid to solve the unsteady momentum equations in which
the momentum equations are discretized in an explicit manner,
with the exception of pressure gradient terms which are treated
implicitly �26�. The explicit scheme has been used for the solution
of energy equation to obtain the temperature field from the veloc-
ity field at each time level and is used for the solution of velocity
field at the next time level. The convective terms are discretized
using the QUICK scheme while the diffusive and non-Newtonian
terms are discretized using the central difference scheme �2�.

Since the computational grid used here is described in detail by
Dhiman et al. �2�, only the salient features are recapitulated here.
In brief, the grid structure comprised five separate zones with both
uniform and nonuniform grid spacings, having a close clustering
of grid points close to the cylinder and relatively coarser grids
farther away. Overall, the grid distribution is uniform with a con-
stant cell size of 0.25 in an outer region that extends beyond
4 units from the cylinder. An extremely fine grid size of 0.01 is
clustered in an inner region around the cylinder over a distance of
1.5 units to adequately capture the wake dynamics. The expres-
sion suggested by Thompson et al. �27� has been used for stretch-
ing the cell sizes between 0.01 and 0.25.

4.1 Choice of Numerical Parameters. In order to obtain re-
liable and accurate results, it is imperative to choose carefully the
following parameters defining the flow domain, i.e., height of the
computational domain H, upstream length Lu, downstream length
Ld, and the grid size, M �N. Naturally, each of these parameters
exerts varying levels of influence on the accuracy of the flow and
temperature fields which, in turn, determine the values of the
gross engineering parameters, as discussed in detail for the case of
forced convection �1–5�. However, a terse discussion of the role of
each of these parameters within the context of mixed convection
is presented here.

In this work, three nonuniform grids �M �N, 222�254, 264
�316, and 304�376 with 52, 80, and 100 cells on each side of
the cylinder, respectively� have been used to demonstrate the grid
independence of the present results for Re=30, Ri=0.5, and Pr
=100. The relative percentage changes in the value of the drag
coefficient, CD, are 0.58%, 0.20% and of lift coefficient, CL are
0.76%, 0.18% for the grid sizes of 222�254, 264�316 as com-
pared to the values for the grid size of 304�376, respectively.
The corresponding differences in the values of the mean Nusselt
number, Nu, are found to be 0.2% and 0.04%. Therefore, the grid
size of 304�376 for Re=10, 20, and 30 with Lu=8.5, Ld=16.5,
and H=30 has been used here. However, for Re=1 and 5, the grid
size of 331�304 �with 100 cells on the side of the cylinder� with
Lu=10.5, Ld=16.5, and H=30 has been used in this work to ac-
count adequately for the entrance effects.

The effect of upstream distance, Lu, has been studied for Lu
=8.5 �304�376�, 10.5 �331�304�, and 12.5 �339�304� for Re
=1 �expected to be most severe� at Ri=0.5 for Pr=1 with Ld
=16.5 and H=30. The resulting changes in the value of CD are
about 5.34% for Lu=8.5 and of 1.84% for Lu=10.5 with respect to
the value of CD for Lu=12.5. However, the corresponding changes
in the value of CL are found to be about 20.6% for Lu=8.5 and of
7.6% for Lu=10.5. The changes in the values of the mean Nusselt

number, Nu, are 1.06% for Lu=8.5 and of 0.38% for Lu=10.5
with respect to the value of Nu for Lu=12.5. Similarly, the per-
centage differences between the values of CD for Lu=8.5 and 10.5
are about 2.67% for Re=5 and about 2.26% for Re=10 for Ri
=0.5 and Pr=1, respectively. The differences between the values
of CL for Lu=8.5 and 10.5 are about 5% for Re=5 and about 1.6%
for Re=10 for Ri=0.5 and Pr=1, respectively. The corresponding
changes in the values of mean Nusselt number, Nu, are 0.65% and
0.61% for Re=5 and 10, respectively. Therefore, bearing in mind
the tradeoff between the small change in the results vis-a-vis the
enormous increase ��100% � in CPU time, the upstream distance
of 10.5 is used for Re=1,5, whereas Lu=8.5 is used for Re
=10,20,30 in this work, as the entry effects decrease with the
increasing Reynolds number.

The influence of the downstream distance Ld on the flow pa-
rameters has been checked for Ld=16.5 �304�376� and 18.5
�331�304� for Re=30, Ri=0.5, and Pr=100 with Lu=8.5, H
=30. The relative changes in the values of CD, CL, and Nu are
found to be 0.05%, 0.2%, and 0.02%, respectively. Therefore, the
downstream distance of 16.5 has been used here for all combina-
tions of the values of Re, Ri, Pr, and n.

The effect of domain height H on CD, CL, and Nu was also
studied for Re=10, 20, and 30 and Ri=0.5 at Pr=1 for H
=20 �323�264� and for H=30 �304�376� with Lu=8.5, Ld

=16.5, and L=26. The relative changes between the values of CD
are 0.33% for Re=10,0.12% for Re=20, and of 0.07% for Re
=30 for H=20 and 30. The corresponding changes between the
values of CL are about 1.4% for Re=10 and 1.03% for Re=20,
whereas for Re=30, CL is found to be zero. The corresponding
changes in the values of Nu are less than 0.11% for Re=10, 20,
and 30. Since Pr�1 denotes the minimum value of the Prandtl
number used in this work, when the thermal boundary layer thick-
ness would be maximum, the computational domain height of 30
is regarded to be adequate for other values of the Prandtl number
used in this work. However, for shear-thinning behavior �n�1�,
the computational domain height of 20 is used for Re=10, 20, and
30, as suggested by a previous study �2�.

Thus, in summary, the results reported here are based on Ld
=16.5, H=30, Lu=8.5 for Re=10,20,30 and Lu=10.5 for Re
=1,5. The stopping or the steady-state criterion used in this work
is 10−4, i.e., the root mean square of the change in velocities and
temperature variables in one time step is less than or equal to
10−4	t. Furthermore, it was also observed that the results changed
by an amount less than 0.5%, when the convergence criterion was
relaxed to 5�10−4.

It is appropriate to add here that special attention was paid in
handling the singularities at the corners of the square cylinder
�1,3,4�. This has been achieved by assigning different values to
the real cells at corner points by a dual prescription of values at
the fictitious corner cells, a practice also used by others
�19,23,26�. As mentioned previously, the grid consisting of 100
cells on each side of the cylinder used here is considered to be
sufficiently fine to obtain global results that are essentially grid
independent.

5 Results and Discussion
The effect of power-law index �0.8�n�1.5� on the 2D steady

flow and heat transfer has been studied for Reynolds numbers of 5
and 30, Prandtl number of 1, and Richardson numbers from 0 to
0.5 in an unbounded flow configuration. The effect of Prandtl
number �0.7�Pr�100� has been explored for the range of con-
ditions as: 1�Re�30 and 0�Ri�0.5 for Newtonian fluids �n
=1�. It is, however, useful to first establish the reliability and
accuracy of the new results obtained herein.

5.1 Validation of Results. As mentioned previously, no prior
numerical/experimental results are available on the effect of buoy-
ancy on the flow and the heat transfer characteristics for a square
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cylinder placed normally to an approaching steady flow except for
the limited results of Sharma and Eswaran �19� for Re=100, Pr
=0.7, and Ri=0.25–1. In order to make a comparison with these
results, time-dependent simulations were carried out for these
conditions for Ri=0.5. A comparison is shown in Table 1 and the
two values are seen to be within ±0.5% of each other. In addition,
extensive benchmarking of the present results at Ri=0 �forced

convection case� in the steady flow regime has also been reported
elsewhere �1–4� and is thus not repeated here. The present results
are therefore believed to be quite reliable and accurate.

5.2 Flow and Temperature Fields. Figures 2 and 3 show the
streamline and isotherm profiles close to the cylinder for Re
=5,30 and Ri=0.5 at Pr=1 for three values of power-law index
corresponding to a shear thinning �n=0.8�, a Newtonian, and a
shear-thickening fluid �n=1.5�. Unlike in the case of the forced
convection case �Ri=0� in the steady cross-flow regime, as the
value of the buoyancy parameter is increased, streamlines ahead
of the cylinder have a downward slope toward the forward stag-
nation point �Fig. 2�. Likewise, the streamlines behind the cylin-
der have a positive slope and the rise in the downstream stream-
lines is greater than that in the upstream streamlines, similar to the
case of a circular cylinder �12�. Furthermore, for the forced con-
vection case �2�, the flow separates from the trailing edge of the
cylinder and forms two symmetric vortices behind the obstacle.
The wake size of these vortices is larger in the shear-thickening
fluid �n�1� than that in the shear-thinning fluid �n�1�. In con-
trast, for mixed convection, these twin vortices break down and

Table 1 Comparison of CD, Nu, and St at Ri=0 and 0.5 for Re
=100 and n=1

Source CD Nu �Pr=0.7� St

Ri=0

Present 1.487 4.022 0.148
Sharma and Eswaran �19� 1.493 4.044 0.149

Ri=0.5

Present 1.558 4.130 0.153
Sharma and Eswaran �19� 1.553 4.146 0.153

Fig. 2 Streamline profiles for Re=5 and 30, Ri=0.5, and Pr=1 at different
values of n
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the flow field becomes asymmetric, as also noted by others
�19,20�. Irrespective of the value of n, the circulation of the fluid
behind the cylinder for Re=5 is seen to be almost absent due to
the cross-buoyancy effect �Figs. 2�a�–2�c��. On the other hand, at
Re=30, a vortex appears which is detached from the rear of the
cylinder. Evidently, the flow is asymmetrical with a larger flow
rate going below the cylinder than that above the cylinder �Figs.

2�d�–2�f��.
The effects of the Richardson number and of the power-law

index on the thermal boundary layer is shown by plotting iso-
therms for Re=5 and 30 in Fig. 3. It is useful to recall that the
temperature field is symmetrical about the center line for a range
of conditions Re�45 and Pe�4000 for Ri=0 �1�, while for
mixed convection, no such symmetry exists, but the asymmetry in
the temperature field also increases with the increasing Richard-
son number and/or Reynolds number �Fig. 3�. It is also seen that
isotherms turn sharply at the lower rear corner for Re=30 �Figs.
3�d�–3�f��. This clearly suggests that the cross-buoyancy influ-
ences the flow on the rear surface much more than that on the
other surfaces of the cylinder. The effect of the power-law index
on the isotherms is seen to be rather small. Slight thinning of the
thermal boundary layer is evident for non-Newtonian fluids.

5.3 Drag and Lift Coefficients. Intuitively, one would expect
the dramatic changes in the detailed kinematics to influence the
values of the gross parameters too, namely, drag coefficient �CD�,
and lift coefficient �CL�. Both the drag �2FD /
U�

2 b� and lift
�2FL /
U�

2 b� coefficients are made up of pressure and friction
forces, respectively. Table 2 shows the effects of Ri and n on the
values of the drag coefficient for Re=5,30 and Pr=1 for three
values of power-law index. The effect of the power-law fluid in-
dex on the drag is seen to be qualitatively similar both in the
forced and mixed convection conditions, i.e., it is reduced below
the Newtonian value for n�1 and enhanced for n�1 at Re=5.
On the other hand, this dependence flips over at Re=30. It is also
observed that the value of the drag coefficient decreases with the
increasing value of the Richardson number for fixed values of n
and the Reynolds number.

The appearance of a nonzero value of lift, even in the steady
cross-flow regime, is clearly due to the asymmetry in the flow
field close to the square cylinder for Ri�0 which gives rise to
unbalanced shearing and pressure forces, whereas owing to the
complete symmetry about the midplane yields zero lift for Ri=0.
Owing to the weak advection, the lift coefficient is negative at
Re=5 for Ri=0.5; however for Re=30, the lift is absent for the
range of conditions considered here. This is presumably due to the
nature of the incoming velocity profile on the front of the cylinder.
As a result, the downward directed force �or negative lift� for
Re=5 is higher than that for Re=30 at a low value of Prandtl
number �Pr=1�.

5.4 Nusselt Number. The average Nusselt number for each
surface of the square cylinder is obtained by averaging the local
Nusselt number over each face of the obstacle. Finally, the overall
mean value of the cylinder Nusselt number �Nu� is obtained by

Fig. 3 Isotherm profiles for Re=5 and 30, Ri=0.5, and Pr=1 at
different values of n

Table 2 CD, CL, and Nu results for Re=5 and 30 at different values of n „0.8, 1, 1.5… and Ri

Re=5

CD CL Nu �Pr=1�

Ri 0.8 1 1.5 0.8 1 1.5 0.8 1 1.5
0 5.305a 4.833a 4.096a 0 0 0 1.398 1.344b 1.282
0.5 4.965 4.508 3.789 −1.911 −1.852 −1.644 1.384 1.332 1.272

Re=30

CD CL Nu �Pr=1�

0 1.930a 1.978a 2.066a 0 0 0 2.860 2.704b 2.476
0.5 1.856 1.918 2.012 0 0 0 2.848 2.703 2.490

aDhiman et al. �2�.
bDhiman et al. �1�.

510 / Vol. 129, APRIL 2007 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



averaging the individual average Nusselt number for each surface
of the cylinder. Table 2 also shows the overall average value of the
Nusselt number for Re=5,30 and Pr=1 at different values of
power-law index and of the Richardson number. Similar to the
drag results, the influence of the power-law index on the average
Nusselt number, though weak, is seen to be similar in the forced
and mixed convection conditions. The average Nusselt number is
seen to decrease for Re=5 and 30 as the power-law index in-
creases for both forced �Ri=0� and mixed �Ri=0.5� convection.
However, the Nusselt number shows a weak dependence on the
Richardson number regardless of the value of n, thereby suggest-
ing that the modified definition of the Reynolds number ad-
equately accounts for the effect of power-law rheology. This is
partly due to the fact that the isotherm patterns seen in Fig. 3 are
nowhere near as asymmetric as the streamline patterns seen in
Fig. 2.

5.5 Effect of Prandtl Number on Newtonian Flow and
Temperature Fields. The effect of the Prandtl number �Pr=0.7, 1,
5, 10, 50 and 100� on the flow and temperature fields is shown
here by way of streamline �Fig. 4� and isotherm �Fig. 5� profiles,
respectively, for the Newtonian flow �n=1� for an unconfined
square cylinder. Here also, with the introduction of buoyancy su-
perimposed on the forced flow �i.e., Ri�0�, the flow pattern be-
comes increasingly asymmetric as the value of the Richardson
number is gradually increased. It can also be seen from the
streamline plots �Fig. 4� that the vortex behind the cylinder at the

rear corner of the obstacle gradually diminishes as the Richardson
number increases up to Ri=0.5 for 10�Re�30 for all values of
Prandtl number. This is partly due to the strong upward flow near
the lower end of the cylinder.

Likewise, the symmetry of isotherm profiles about the midplane
for Ri=0 �see Fig. 5�, is lost with the introduction of buoyancy
effects �i.e., Ri�0�. Figure 5 also shows the profound effect of
Prandtl number on the gradual thinning of the thermal boundary
layer.

5.6 Effect of Prandtl Number on Gross Parameters. In or-
der to elucidate the influence of Prandtl number and of Richardson
number on the flow and thermal parameters, the variations of drag
and lift coefficients with Re and Pr are presented in Figs.
6�a�–6�c�. Clearly, within the somewhat limited range of condi-
tions covered here, the drag value is seen to be quite insensitive to
the value of the Richardson number �Figs. 6�a�–6�c��, the maxi-
mum change being about 3% for Ri=0.25 and 0.5 at Re=5 and
Pr=0.7.

On the other hand, the influence of the cross-buoyancy on the
lift coefficient is seen to be significant �Figs. 6�a�–6�c��. At a low
value of the Prandtl number �Pr=1� for a fixed value of the Rich-
ardson number, the lift coefficient increases with the increasing
Reynolds number in the range 1�Re�30 �Fig. 6�a��. The nature
of the CL–Re relationship is also strongly influenced by the value
of the Prandtl number. For instance, at Pr=10, the lift is almost

Fig. 4 Streamline profiles for Re=30, for Ri=0.25, and 0.5 at
different Prandtl numbers Fig. 5 Isotherm profiles for Re=30, for Ri=0.25, and 0.5 at dif-

ferent Prandtl numbers
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independent of the Reynolds number for Re�20 and it increases
slightly at Re=30 �Fig. 6�b��. Yet at a high Prandtl number of 100
�Fig. 6�c��, the lift coefficient is seen to decrease with the Rey-
nolds number in the range 1�Re�20, whereas it rises a little for
Re=30 for a fixed Richardson number.

In spite of the fact that the buoyancy alters the flow and tem-
perature fields appreciably, the value of the Nusselt number is
even less sensitive to the value of Ri than the drag coefficient. For
instance, the maximum change in the value of the average Nusselt
number is 1.5% for Ri=0.25 and 0.5. However, the average Nus-
selt number increases monotonically with the Reynolds number
and/or Prandtl number for a fixed value of the Richardson number.

6 CONCLUSIONS
In this study, the general characteristics of the combined effects

of forced and natural convection �mixed convection� on the flow
and the heat transfer during the steady, incompressible flow of
viscous Newtonian and power-law fluids over a heated square
cylinder placed normally to the approaching fluid have been ex-
plored numerically. The results presented herein embrace the

range of conditions as follows: Reynolds number 5 and 30, power-
law index 0.8–1.5, Prandtl number of 1, and Richardson number
0–0.5. These results are supplemented by further exploring the
effect of Prandtl number for Newtonian fluids in the range of
conditions as 1�Re�30, 0.7�Pr�100, and 0�Ri�0.5.

As expected, the mixed convection conditions can initiate
asymmetry in the flow and temperature fields even within the
steady flow regime, i.e., at Re�45. The effects of Prandtl number
and of power-law index on the average Nusselt number in the
mixed convection regime are qualitatively similar to that in the
forced convection case for the range of physical parameters con-
sidered here. The total drag coefficient and the average Nusselt
number show rather weak dependence on the Richardson number
in the steady cross-flow regime.

NOMENCLATURE
b � side of the square cylinder �m�

CD � total drag coefficient=2FD /
U�
2 b

CL � total lift coefficient=2FL /
U�
2 b

cp � specific heat of the fluid �J/kg K�
f � shedding frequency �L / s−1�

FD � drag force on the cylinder �N/m�
FL � lift force on the cylinder �N/m�
Gr � Grashof number

g�V�T�w−T��
2U�
2�1−n�b�2n+1� /m2

h � heat transfer coefficient �W/m2 K�
H � height of the computational domain in the lat-

eral direction �m�
k � thermal conductivity of the fluid �W/m K�
L � length of the computational domain in the

axial direction �m�
Lu � upstream face distance of the cylinder from the

inlet �m�
Ld � downstream face distance of the cylinder from

the outlet �m�
M � number of grid points in the x direction
m � power-law consistency index �Pa sn�
N � number of grid points in the y direction
n � power-law index

Nu � average Nusselt number of the cylinder=hb /k
p � pressure= p� / �
U�

2 �
Pe � Péclet number=RePr
Pr � Prandtl number= �mcp /k��U� /b�n−1

Re � Reynolds number=
U�
2−nbn /m

Ri � Richardsson number=Gr/Re2

St � Strouhal number= fb /U�

t � time= t� / �b /U��
T � temperature= �T�−T�� / �Tw� −T��

T� � temperature of the fluid at the channel inlet
�K�

Tw� � Constant wall temperature at the surface of the
cylinder �K�

U� � velocity of the fluid at the inlet �m/s�
Vx � component of the velocity in x direction

=u� /U�

Vy � component of the velocity in y direction
=v� /U�

x � stream-wise coordinate=x� /b
y � transverse coordinate=y� /b

Greek Symbols
�V � coefficient of volumetric expansion �1/K�

� � component of the rate of deformation tensor
=�� / �U� /b�

� � power-law viscosity=�� /�0
�0 � reference viscosity �Pa s�=m�U� /b�n-1

Fig. 6 Variation of CD and CL with Re at different Ri and Pr. The
dashed line presents the results for Ri=0 case.
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I2 � second invariant of the rate of deformation
tensor= I2� / �U� /b�2


 � density of the fluid �kg/m3�

Subscripts
� � inlet condition
w � surface of the square cylinder

Superscript
� � dimensional variable
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